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## PREFACE.

The following pages are intended to serve as an introductory manual of Infinitesimal Calculus for beginners generally, but more especially for students of Engineering and other branches of Applied Science.

As a logical foundation of the Infinitesimal Calculus the doctrine of Limits must be accepted as essential, but an attempt has been made at an early stage to accustom the reader to those principles and operations which are used in ihe practical applications of the subject.
The order in which the subject is developed, though differing from that of many text-books, is believed to be well calculated to meet the difficulties and secure the interest of the student.

In the present edition many changes and some additions have been made which it is hoped will bring the book into accord with present-day treatment and needs.
To supplement the ordinary Mathematical Tables I have added short tables which are intended to facilitate curve tracing as well as the rapid calculation of integrals, etc.

My thanks are due to Professor Murray Macneill for suggestions and for assistance in proof-reading and in the verification of examples.

G. H. Chandler.
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## ELEMENTS
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## INFINITESIMAL CALCULUS.

## CHAPTER I.

## LIMITS. INFINITESIMALS.

1. Constant. Variable. When a quantity remains unchanged while another quantity changes, the former is called a constant, the latter a variable.
2. Limit of a variable. If the value of a variable $v \mathrm{ap}-$ proaches nearer and nearer to that of a constant $a$ in such a way that their difference becomes and remains less in absolute * value than any given positive number, however small, $v$ is said to approach $a$ as a limit, and $a$ is called the limit of $v$.

If $x \doteq 2, \dagger$ the definition implies that the absolute value of $x-2$ becomes and remains less than any positive number we choose to assign; e.g., it becomes $<10^{-3}$; it further

* The absolute (or arithmetical or numerical) value is the value without regard to sign. Parallel vertical lines are used to indicate an absolute relation; thus $|-2|=2$ expresses that the absolute value of -2 is 2 . So also $|x|<|a|$ or $x|<| a$ indicates that the absolute value of $x$ is less than that of $a$. $x$ proach to a limit. Thus $x \dot{=} 2$ may
$\dagger$ The symbol $\doteq$ signifies an apprit). If the words "as a limit" are be read: $x$ approaches 2 (as a limit). If expressed, they must be always understood.
diminishes, becoming less than any smaller given positive number (say $10^{-6}$ ), and so on. While $x \doteq 2, x-2$ cannot be zero; the definition does not imply that $x$ acquires the value 2. If it does become 2 , it is no longer approaching 2 as a limit.

Ex. 1. The value of $\left(x^{2}-4\right) /(x-2)$ is equal to that of $x+2$ when any number except 2 is substituted for $x$. When $x=2$ the fraction takes the form $0 / 0$, an expression which is undefined and meaningless, but when $x \doteq 2$ the limit of the value of the fraction is equal to that of $x+2$, i.e., 4 , or in symbols *

$$
£_{x=2}\left(\frac{x^{2}-4}{x-2}\right)=4 \text {. }
$$

Similarly, if $y=2 x+x^{2}, £_{x=0}(y / x)=2$.
2. $\theta$ being the radian measure $\dagger$ of an acute angle, $\theta$ lies between $\sin \theta$ and $\tan \theta$. Hence, dividing each of these into $\sin \theta$, $\sin \theta / \theta$ lies between 1 and $\cos \theta$. But $\cos \theta \doteq 1$ when $\theta \doteq 0$. Hence

$$
£_{\theta \doteq 0}\left(\frac{\sin \theta}{\theta}\right)=1
$$

3. The sum of the terms of the series $1-\frac{1}{2}+\frac{1}{3}-\frac{1}{4}+\ldots$ has a limit as the number of terms increases without bound.


Fig. 1.
Let $s_{n}$ stand for the sum of the first $n$ terms. Take $O P_{1}=1$, $P_{1} P_{2}=-\frac{1}{2}, P_{2} P_{3}=\frac{1}{3}$, ete. Then $s_{1}=O P_{1}, s_{2}=O P_{2}, s_{3}=O P_{3}$, etc. The points with odd subscripts continue to move to the left,

[^0]those with even subscripts to the right; they tend toward meeting at some point $P$, since the fractions which are added $\doteq 0$. Hence $\left|O P-s_{n}\right|$ becomes and remains less than any given positive number, however small; therefore $O P$ is the sum limit. The limit is that of the endless decimal 69314...

A series which has a limit is said to be convergent.
4. If the series $\frac{2}{1}-\frac{3}{2}+\frac{4}{3}-\frac{5}{4}+\ldots$ be similarly represented, the two sets of points cannot come within a distance 1 of each other, since the absolute value of the fractions added $\doteq 1$. Suppose the even $P$ 's to approach a point $P$ (really the point $P$ of Ex. 3) as a limit of position. Then $\left|O P-s_{n}\right|$ may become less than any given positive number, however small, but it will not remain so, for the addition of a single term changes $\left|O P-s_{n}\right|$ by an amount approximately equal to 1 . Consequently there is no limit, or the series is non-convergent. (Observe the significance of the words "and remains" in the definition of § 2).
3. A variable quantity may or may not be capable of assuming a value equal to that of the limit which it approaches. Thus in Ex. $1, x+2 \doteq 4$ when $x \doteq 2$, and $x+2=4$ when $x=2$. Also $\left(x^{2}-4\right) /(x-2) \doteq 4$ when $x \doteq 2$, but it cannot $=4$, for when $x=2$ there is no fraction. Again, the series $1-\frac{1}{2}+\frac{1}{3}-\ldots$ can never equal its limit. In certain cases the limit and the value are entirely different. For example (Ch. XL), $\sin x-\frac{1}{2} \sin 2 x+\frac{1}{3} \sin 3 x-\ldots \doteq \frac{1}{2} \pi$ or $-\frac{1}{2} \pi$ according as $x \doteq \pi$ by increasing or decreasing, but $=0$ when $x=\pi$.
4. A variable may approach nearer and nearer to its limit


Fig. 2.
in three ways: (1) by increasing only, (2) by decreasing only, (3) and by increasing and decreasing. Thus, Fig. 2,
when $M$ moves to the right $v$ may be supposed to approach the limit $a$ if $P$ moves along $A B$ only, (2) along $C D$ only, or (3) from $A B$ to $C D$, back to $A B$, etc., its value continually approaching $a$.
5. Limit of a constant. It is sometimes convenient to regard a constant as its own limit. Thus $£_{x=0}(a x+b)=b$,* and hence if $a=0, £_{x=0} b=b$. So also $£_{x \doteq 0} a x / x=a$.
6. Infinitesimals. An infinitesimal is a variable whose limit is zero. It is therefore a quantity which approaches nearer and nearer to 0 in such a way that its absolute value becomes and remains less than any given positive number, however small. Thus $x$ is infinitesimal when $x \doteq 0$; if $x$ actually becomes 0 it is no longer infinitesimal.

Ex. When $x$ is infinitesimal the following are also infinitesimals: $x^{2}, \sin x, \tan x, 1-\cos x, \log (1+x), 1-2^{x}$.
7. Quantities which are infinitesimal are such solely on account of their tending to a limit zero, not because of their having arrived at any particular degree of smallness; in other words, their chief characteristic is not being small but getting smaller. Nevertheless, it is often convenient and sometimes necessary to suppose them very small when they begin to $\doteq 0$; hence it is customary to regard them as very small in all cases.
8. From the definition of $\$ 2$ it follows that the difference between a variable $v$ and its limit $a$ is an infinitesimal. Hence $v-a=i$, or $v=a+i$, where $i$ is infinitesimal. Also if $v-u=i$, or $v=a+i$, where $v$ is a variable, $a$ a constant, and $i$ an infinitesimal, $a$ is the limit of $v$.

Notice that the sign of $v$ is the same as that of $a$ as soon as the absolute value of $i$ becomes less than that of $a$.
9. Infinites. A variable which is increasing (or decreasing) without bound, i.e., so as to exceed in absolute value any

[^1]given positive number, however large, is called an infinite, and is represented by $\infty$ (or $-\infty$ ). Such a quantity has no limit which accords with the definition of $\S 2$.

It should be noticed that an infinite, like an infinitesimal, is a variable. If $x \doteq 0,1 / x=\infty$ or $-\infty$, and if $x=\infty^{*}$ or $-\infty, 1 / x \doteq 0$.

Ex. When $x \doteq 2, x-2 \doteq 0$, and $1 /(x-2)=\infty$ or $-\infty$ according as $x$ approaches its limit by decreasing or increasing.
When $x \doteq \frac{1}{2} \pi, \tan x=\infty$ or $-\infty$ according as $x$ is increasing or decreasing.
10. Quantities which are neither infinitesimal nor infinite are said to be finite. A finite variable is therefore one whose value stops short at some number which can be assigned.
11. If $i$ is an infinitesimal and $n$ any constant, $n i$ is an infinitesimal.

For $|n i|<$ any assigned positive number $a$ if $i|<| a / n$; but $i$ does become $|<| a / n$, since $a / n$ is also an assignable number. In special cases $n$ may be 0 , then $n i$ remains $=0$.

If $n$ is infinite, $n i$ may be infinite, or it may have a limit, which may or may not be zero.
12. The sum of any finite number $n$ of infinitesimals is an infinitesimal.

Let $i$ be a positive infinitesimal which is and remains greater than the absolute value of any of the given infinitesimals. Then the sum of the given infinitesimals $<n i$ and $>-n i$, and is therefore infinitesimal (§11).

If $n$ is infinite, the sum may have a finite limit. The determination of such a limit is the fundamental problem of that part of the subject which is known as the Integral Calculus.
Ex. $\frac{1}{n^{2}}+\frac{2}{n^{2}}+\ldots+\frac{n}{n^{2}}=\frac{1}{2} \frac{n(n+1)}{n^{2}}=\frac{1}{2}\left(1+\frac{1}{n}\right)$. The limit of the sum for $n$ infinite is therefore $\frac{1}{2}$.

[^2]13. Propositions relating to limits. Let $v_{1}, v_{2}$ be two variables which have limits $a_{1}, a_{2}$. Then $v_{1}=a_{1}+i_{1}$ and $v_{2}=a_{2}+i_{2}$, where $i_{1}$ and $i_{2}$ are infinitesimals.
(A) The limit of the sum (or difference) of the variables is equal to the sum (or difference) of their limits.

For,

$$
\left(v_{1}+v_{2}\right)-\left(a_{1}+a_{2}\right)=i_{1}+i_{2},
$$

which is infinitesimal. Hence $£\left(v_{1}+v_{2}\right)=r_{1}+a_{2}$.
The proposition is evidently true for the sum of any finite number of variables.
(B) The limit of the product of the variables is equal to the product of their limits.

For,

$$
\begin{aligned}
v_{1} v_{2}-a_{1} a_{2} & =\left(a_{1}+i_{1}\right)\left(a_{2}+i_{2}\right)-a_{1} a_{2} \\
& =a_{2} i_{1}+a_{1} i_{2}+i_{1} i_{2},
\end{aligned}
$$

which is infinitesimal. Hence $£ v_{1} v_{2}=a_{1} a_{2}$.
This also is true for any finite number of variables. Thus if $x \doteq a, x^{2} \doteq a^{2}, x^{3} \doteq a^{3}$, etc.
(C) The limit of the quotient of the variables is equal to the quotient of their limits, provided that the limit of the divisor is not zero.

$$
\text { For, if } a_{2} \neq 0, \quad \frac{v_{1}}{v_{2}}-\frac{a_{1}}{a_{2}}=\frac{a_{1}+i_{1}}{a_{2}+i_{2}}-\frac{a_{1}}{a_{2}}=\frac{a_{2} i_{1}-a_{1} i_{2}}{a_{2}^{2}+a_{2} i_{2}},
$$

which is infinitesimal, since the numerator $\doteq 0$, while the denominator $=a_{2}{ }^{2}$. Hence $£_{\frac{v_{1}}{v_{2}}}=\frac{a_{1}}{a_{2}}$.

If $a_{2}=0$ and $a_{1} \neq 0, v_{1} / v_{2}$ is infinite and therefore has no limit. If $a_{2}=0$ and $a_{1}=0, v_{1} / v_{2}$ is the quotient of two infinitesimals and may have a limit, as in Exs. 1 and 2 of \$ 2. The determination of such a limit is the fundamental problem of that part of the subject which is known as the Differential Calculus.

Ex. 1. Since $\tan \theta=\frac{\sin \theta}{\cos \theta}, \quad \therefore \frac{\tan \theta}{\theta}=\frac{\frac{\sin \theta}{\theta}}{\cos \theta}$.
Hence (§ 2, Ex. 2), $£_{\theta \doteq 0}\left(\frac{\tan \theta}{\theta}\right)=\frac{1}{1}=1$.
2. Since $1-\cos \theta=\frac{\sin ^{2} \theta}{1+\cos \theta}, \quad \therefore \frac{1-\cos \theta}{\theta^{2}}=\frac{\left(\frac{\sin \theta}{\theta}\right)^{2}}{1+\cos \theta}$;

$$
\therefore £_{\theta \doteq 0}\left(\frac{1-\cos \theta}{\theta^{2}}\right)=\frac{1}{1+1}=\frac{1}{2} .
$$

3. $\tan \theta-\sin \theta=\frac{\sin ^{3} \theta}{\cos \theta(1+\cos \theta)}, \quad \therefore £_{\theta=0}\left(\frac{\tan \theta-\sin \theta}{\theta^{3}}\right)=\frac{1}{2}$.
4. $\frac{n-1}{n-2}=\frac{1-\frac{1}{n}}{1-\frac{2}{n}}, \quad \therefore f_{n=\infty}\left(\frac{n-1}{n-2}\right)=1$.
5. In any plane triangle, $\frac{a+b}{c}=\frac{\cos \frac{1}{2}(A-B)}{\cos \frac{1}{2}(A+B)}$.

If $a$ and $b$ are tangents at two points near * one another on a curve, and the points approach coincidence, $A$ and $B \doteq 0$ and therefore the right-hand member of the above $=1$.


Fig. 3. Hence $£(a+b) / c=1$ when $c \doteq 0$. We may assume that the arc $>c$ and $<a+b$. Hence in any curve the limit of are/chord is 1 as arc and chord $\doteq 0$.
6. Show that $£_{x=a}=\frac{3 x^{2}-2 x}{4 x^{3}+x-2}=\frac{3 a^{2}-2 a}{4 a^{3}+a-2}$, provided that $a$ is not a root of the equation $4 x^{3}+x-2=0$.
14. Orders of infinitesimals. If the limit of $\beta / \alpha$, the quotient of two infinitesimals, is zero, $\beta$ is said to be of a higher order than $\alpha$. If $\beta / \alpha$ has a limit which is not zero, $\beta$ is said to be of the same order as $\alpha$. If $\beta / \alpha^{n}$ (where $n$ is a constant) has a limit which is not zero, $\beta$ is said to be of the $n$th order, $\alpha$ being assumed to be of the first order.

[^3]Ex. 1. $\alpha$ and $\beta$ being of the first order, $\alpha \beta$ is of the second order, $\alpha^{2} \beta, \alpha \beta^{2}$ of the third, $\alpha^{3} \beta, \alpha^{2} \beta^{2}, \alpha \beta^{3}$ of the fourth.
2. If $\theta$ is infinitesimal and of the first order, $\sin \theta$ and $\tan \theta$ are of the first order, $1-\cos \theta$ of the second, $\tan \theta-\sin \theta$ of the third.
15. Definition. When the limit of the quotient of two infinitesimals is 1 the infinitesimals are said to be equivalent.*

Thus if $\theta$ is infinitesimal, $\theta, \sin \theta$, and $\tan \theta$ are equivalent; also an infinitesimal are and its chord.

If the limit of $\beta / \alpha$ is $h$ ( $h$ being any constant, not zero), the limit of $\beta / h \alpha$ is 1 , hence $\beta$ is equivalent to $h \alpha$. Thus $1-\cos \theta$ is equivalent to $\frac{1}{2} \theta^{2}, \tan \theta-\sin \theta$ to $\frac{1}{2} \theta^{3}$.
16. If the difference of two infinitesimals of the same order is of a higher order, they are equivalent.

For, if $\beta=\alpha+i, \beta / \alpha=1+i / \alpha, \therefore £(\beta / \alpha)=1$ if $£(i / \alpha)=0$.
Conversely, the difference of two equivalent infinitesimals is of a higher order.

For, if $\beta / \alpha=1+i, \beta=\alpha+\imath \alpha$, and $i \alpha$ is of a higher order than $\alpha$.

The letter $I$ will be used as a symbol for higher infinitesimals. Thus if $\theta$ is infinitesmal, $\sin \theta=\theta+I, \tan \theta=\theta+I_{1}$; also, since $1-\cos \theta$ is of the second order, $\cos \theta=1+I_{2}$.
17. The limit of the quotient of two infinitesimals is not changed when either is replaced by an equivalent infinitesimal.

For

$$
\frac{\beta}{\alpha}=\frac{\beta}{\beta^{\prime}} \cdot \frac{\beta^{\prime}}{\alpha^{\prime}} \cdot \frac{\alpha^{\prime}}{\alpha} .
$$

$$
\therefore £_{\frac{\beta}{\alpha}}=£_{\frac{\beta^{\prime}}{\alpha^{\prime}}} \text { if } £_{\frac{\beta}{\beta^{\prime}}}=1 \text { and } £_{\frac{\alpha}{\alpha^{\prime}}}=1 .
$$

Hence if $\alpha$ and $\beta$ consist of infinitesimals of different orders, the limit of $\beta / \alpha$ depends only on the infinitesimals of the lowest order in each.

[^4]
## Examples.

1. Let $A B$ be a circular are of radius $a$ subtending an infinitesimal angle $\theta$ at the centre, $B C$ perpendicular to $O A, A D$ and $B E$ tangents. Let $\theta$ be regarded as of the first order. Then
(1) The arc $A B=a \theta$, and is therefore of the first order.
(2) $£ \frac{\mathrm{chord} A B}{\theta}=£ \frac{2 a \sin \frac{1}{2} \theta}{\theta}=£ \frac{2 a \cdot \frac{1}{2} \theta}{\theta}(\S \S 15,17)=a$.


Fig. 4.
The chord is therefore of the first order and equivalent to $a \theta$, the arc.
(3) $£ \frac{C A}{\theta^{2}}=£ \frac{a(1-\cos \theta)}{\theta^{2}}=a \cdot \frac{1}{2}$.

Hence $C A$ is of the second order and equivalent to $\frac{1}{2} a \theta^{2}$.
(4) $£ \frac{A D-C B}{\theta^{3}}=£ \frac{a(\tan \theta-\sin \theta)}{\theta^{3}}=a \cdot \frac{1}{2}$.

Hence $A D-C B$ is of the third order and equivalent to $\frac{1}{2} a \theta^{3}$.
(5) $£ \frac{B D-C A}{\theta^{4}}=£ \frac{(C A / \cos \theta)-C A}{\theta^{4}}=£ \frac{a(1-\cos \theta)^{2}}{\theta^{4} \cos \theta}$

$$
=£ \frac{a\left(\frac{1}{2} \theta^{2}\right)^{2}}{\theta^{4}}=\frac{1}{4} a .
$$

Hence $B D-C A$ is of the fourth order and equivalent to $\frac{1}{2} a \theta^{4}$.
2. Show that the limit of $\frac{A D-C B}{E D-A E}=2$.
3. Show that $(A E+E B)$-chord $A B$ is equivalent to $\frac{1}{8} a \theta^{3}$, and hence that the difference of arc and chord is an infinitesimal of at least the third order.
4. Find $£ \frac{x-2}{x^{3}-x^{2}-2 x}$ when $x \doteq \mathbf{1}$ and $x \doteq 2$. Ans. (1) $\frac{1}{2}$, (2) $\frac{1}{6}$.

Show that there is no limit when $x \doteq 0$ or -1 .
5. $£_{x=0} \frac{\operatorname{cosec} x-\cot x}{\sin x}=\frac{1}{2}$.
6. $£_{\theta} \doteq 0 \frac{1-\cos ^{3} \theta}{\sin ^{2} \theta}=\frac{3}{2}$.
7. $£_{n=\infty} \frac{(n-1)(n-3)}{n(n-2)}=1 . \quad$ 8. $£_{x=-\infty}\left(2+3^{x}\right)=2$.
9. $£_{x=0} \frac{\sqrt{1+x}-1}{x}=\frac{1}{2}$. [Rationalize the numerator.]
10. $£_{x \doteq a} \frac{\sin x-\sin a}{x-a}=\cos a$.

## CHAPTER II.

## FUNCTIONS. DERIVATIVES. DIFFERENTIALS.

18. Function. When a variable quantity depends for its values upon those of another variable quantity, the first is said to be a function of the second, and the second is called the variable or argument of the first; e.g., $x^{2}-2 x+1, x^{x}$, $\log (a+x), \sin a x$, are functions of the variable $x$.

The expression $f(x)$ is used as a symbol for a function of $x, f(a)$ being the value of the function when $x=a$; e.g., if $f(x)=1-x^{2}, f(0)=1, f(1)=0, f(2)=-3, f(a)=1-a^{2}$.

For a similar purpose $F(x), f^{\prime}(x)$, etc., may be used, and $f(x, y), F(x, y)$, etc., for functions of $x$ and $y$.

The variable of a function may itself be a function of another variable, or it may be an independent variable - one to which arbitrary values may be assigned.
19. Implicit functions. In any equation containing two variables $x$ and $y$, e.g., $y^{2}=4 a x, \log (x+y)=2$, either of the variables is virtually or implicitly a function of the other, or an implicit function of the other, since the value of either is determined when that of the other is assigned. If we solve for $y$ in terms of $x, y$ becomes explicitly a function of $x$, or an explicit function of $x$.
20. Graphs. The curve whose equation is $y=f(x)$ is the graph or geometrical representation of the function $f(x)$. The ordinate corresponding to any abscissa $x$ is the value of the function when the value of the variable is $x$.

When for a value of the variable there is only one corresponding value of the function, the function is said to be
single-valued. Thus $e^{x}$, Fig. 5, and $\log x$, Fig. 6, are singlevalued functions. The function $\sin ^{-1} x$, Fig. 7, is multiplevalued. It will in general be


Fig. 5.


Fig. 6.


Fig. 7. assumed that a function is single-valued; when such is not the case the function may be treated as single-valued by considering a limited range of its values. Thus $\sin ^{-1} x$ is single-valued if values $>\frac{\pi}{2}$ and $<-\frac{\pi}{2}$ are excluded. The ordinate of the curve $y^{2}=4 x$ is a double-valued function of $x$, but may be represented by two single-valued functions, $2 \sqrt{x}$ and $-2 \sqrt{x}$.
21. Continuity. In general - a gradual change in the value of a variable produces a gradual change in the value of the function, but it is possible that a slight change in the variable may produce an abrupt finite or infinite change in the function. In more precise language, $f(x)$ is continuous for the value $a$ of the variable when, as $h \doteq 0$ ( $h$ being a small change in $x$ ),

$$
£ f(a+h)=£ f(a-h)=f(a),
$$

and discontinuous if this relation is not true.
Let $O A=a, B A=A C=h$. In Fig. $8, A P=f(a), C R=f(a+h)$, $B Q=f(a-h)$. Also as $h \doteq 0, £ C R=A P$, and $£ B Q=A P$, hence the ordinate is continuous at A. But in Fig. 9, $£_{\mathrm{E}} C R=A P, £_{£} B Q=A P^{\prime}$; these are not equal, hence $y$ is discontinuous at $A$. In Fig. 10, $B Q$ becomes infinite when $h=0$, and $y$ is discontinuous.

When the function changes abruptly from one finite value to another finite value it is said to have finite discontinuity;
when the function becomes infinite it is said to have infinite discontinuity.


Fig. 8.


Fig. y.


Fig. 10.

Ex. 1. $f(x) \equiv \frac{1}{2^{\frac{1}{x}}+1}$ has finite discontinuity at $x=0$. For, when
$h \doteq 0, £ f(h)=0$ and $£ f(-h)=1$. Thus when $x$ increases through the value 0 the function drops suddenly in value from slightiy less than 1 to slightly more than 0 , without passing through the intermediate values. It cannot be said to have any value when $x=0$.
2. The following have infinite discontinuity for $x=1$ :

$$
(x+1) /(x-1), \quad(x-1)^{-\frac{2}{2}}, \quad 3^{(1-x)^{-1}}, \quad \tan \frac{1}{2} \pi x
$$

3. Examine the function $2^{\frac{1}{x}}$ for $x=0$.
4. Interval. Values of the variable between two assigned values $a$ and $b$ are said to lie in the interval from $a$ to $b$. The interval may be conveniently indicated by $[a, b]$. Reversal of a bracket indicates the exclusion of the adjacent end value; e.g., $[a, b$ [ indicates values from $a$ to $b$, including $a$ but excluding $b$. Thus $\left(1-x^{2}\right)^{\frac{1}{2}}$ is real for the interval $[-1,1],\left(1-x^{2}\right)^{-\frac{1}{2}}$ is continuous for the interval $]-1,1[$.
5. Increment. Any change in the value of a quantity is called an increment or difference of that quantity. An increment is positive or negative according as the quantity is increased or decreased. The symbols $\Delta x, \delta x$, are used for increments or differences of $x$.
6. Derivative. Let there be a variable and a function of that variable. A particular value of the variable being $x$
let the corresponding value of the function be $y$. Let $x$ receive an increment $\Delta x$, and let $\Delta y$ be the corresponding increment of $y$. The limit of $\Delta y / \Delta x$ when $\Delta x \doteq 0$ is called the derivative of $y$. Thus the derivative is the limit of the quotient of the increment of the value of the function by the increment of the value of the variable when the latter increment is infinitesimal. The primary object of the Infinitesimal Calculus is to determine this limit for various kinds of functions.
Ex. 1. If $y=x^{2}, \Delta y=(x+\Delta x)^{2}-x^{2}=2 x \Delta x+(\Delta x)^{2}$.
$\therefore \Delta y / \Delta x=2 x+\Delta x . \quad \therefore £(\Delta y / \Delta x)=2 x$ when $£ \Delta x=0$.
Similarly, if $y=a x^{2}, £^{( }(\Delta y / \Delta x)=a .2 x, a$ being any constant.
7. If $y=a x^{3}$, show that $£(\Delta y / \Delta x)=a .3 x^{2}$.
8. If $y=x, \Delta y=\Delta x, \therefore \Delta y / \Delta x=1$, or $£(\Delta y / \Delta x)=1 \quad$ (§ 5).

Similarly if $y=a x, £(\Delta y / \Delta x)=a$.
4. $y=4 x^{3}-3 x^{2}+2 x-1$.

The method of obtaining $\Delta y / \Delta x$ shows that the result will be the same as if each term were treated separately and the results added, also that a constant term disappears in subtracting.

$$
\therefore £(\Delta y / \Delta x)=4.3 x^{2}-3.2 x+2=12 x^{2}-6 x+2 .
$$

25. The general method illustrated in the above examples may be described as follows: Let $y=f(x)$. The value of the function for the value $x+\Delta x$ of the variable is $f(x+\Delta x)$; hence $\Delta y$, the increment of function, is $f(x+\Delta x)-f(x)$, and

$$
\frac{\Delta y}{\Delta x}=\frac{f(x+\Delta x)-f(x)}{\Delta x} .
$$

This expression is simplified and its limit taken when $\Delta x=0$. This limit is the derivative, and is, for various values of $x$, a new function of $x$. It is called the derived function, or derivative function, or simply the derivative, of the given function. Let it be written $f^{\prime}(x)$. Thus if $f(x)=x^{2}, f^{\prime}(x)=2 x$; if $f(x)=a x^{3}, f^{\prime}(x)=3 a x^{2}$; if $f(x)=x^{2}+2 a x, f^{\prime}(x)=2(x+a)$.

It should be noticed that there cannot be a limit (a derivative) unless $\Delta y \doteq 0$ as well as $\Delta x$; i.e., unless $£ f(x+\Delta x)=f(x)$ when $\Delta x=0$, or ( $(21$ ) unless $f(x)$ is continuous for the value of $x$ in question.
26. Geometrical illustration. Let $y=f(x)$ be the equation * of a curve of which $P(x, y)$ is a point. Then $\Delta y / \Delta x$ is the slope or gradient of the secant $P Q$. When $\Delta x \doteq 0, Q$ approaches $P$, and the limit of position of the secant is (by definition) the tangent at $P$. Hence $£(\Delta y / \Delta x)$ or $f^{\prime}(x)$ is $\tan \phi$, the slope of the tangent at $(x, y)$. Thus for


Fig. 11. the curve $y=x^{2}, \tan \phi=2 x ;$ for $y=x^{3}, \tan \phi=3 x^{2}$.
27. Differential. Def. The differential of the variable of a function is any increment of that variable; the differential of the function is the derivative of the function multiplied by the differential of the variable.

The letter $d$ is used as an abbreviation for "the differential of." If then $y$ or $f(x)$ is a function of $x$, the definition states that $d x$ is any increment of $x$, and that $d y$ or $d f(x)$ is $f^{\prime}(x) d x . \dagger$

Hence

$$
\frac{d y}{d x}=f^{\prime}(x)=£ \frac{\Delta y}{\Delta x} \text { when } \Delta x \doteq 0 .
$$

Thus $d x$ and $d y$ are defined in such a way that $d y / d x$ is equal to the limit of $\Delta y / \Delta x$, or the differential quotient is the limit of


Fig. 12. the difference or increment-quotient.

Geometrically, $d y / d x$ is the slope $\ddagger$ of the tangent at $(x, y)$, Fig. 12, and $d y$ is the increment of the ordinate of the tangent corresponding to the increment $d x$ of the abscissa. It should be noticed that, although $d x$ may have any value, the value of $d y / d x$ is independent of $d x$.

[^5]
## CHAPTER III.

## DIFFERENTIAL OF A POWER, A PR ODUCT, AND A QUOTIENT.

28. The operation of obtaining derivatives or differentials is called differentiation.

We now consider a few general formulæ which will assist in differentiating, first showing that the differential of the algebraical sum of any finite number of terms is equal to the algebraical sum of the differentials of the terms; also that a constant factor in a term appears as a factor in the differential of that term, and that a constant term disappears in differentiating, or has 0 for its differential.

Let $y=a u+v-w+c$, where $u, v, w$ are continuous functions of $x$, and $a$ and $c$ are constants. Let the increment $\Delta x$ in $x$ cause increments $\Delta u, \Delta v, \Delta w$ in $u, v, w, \Delta y$ being the resultant increment of $y$. Then

$$
\begin{gathered}
\Delta y=[a(u+\Delta u)+(v+\Delta v)-(w+\Delta w)+c]-(a u+v-w+c) \\
=a \Delta u+\Delta v-\Delta w . \\
\therefore \frac{\Delta y}{\Delta x}=a \frac{\Delta u}{\Delta x}+\frac{\Delta v}{\Delta x}-\frac{\Delta w}{\Delta x} .
\end{gathered}
$$

Hence, taking the limits when $\Delta x \doteq 0$,

$$
\begin{gathered}
\frac{d y}{d x}=a \frac{d u}{d x}+\frac{d v}{d x}-\frac{d w}{d x}, \quad \text { or } \quad d y=a d u+d v-d w \\
\therefore d(a u+v-w+c)=a d u+d v-d w
\end{gathered}
$$

29. Differential of a power. Let $v$ be a function of $x$, to find $d\left(v^{n}\right), n$ being any constant. Let $y=v^{n}$. Then

$$
\Delta y=(v+\Delta v)^{n}-v^{n}=v^{n}\left[\left(1+\frac{\Delta v}{v}\right)^{n}-1\right]
$$

Taking $\Delta v|<| v$, expanding by the binomial theorem, and dividing by $\Delta x$,

$$
\frac{\Delta y}{\Delta x}=n v^{n-1} \frac{\Delta v}{\Delta x}\left(1+\frac{n-1}{1.2} \frac{\Delta v}{v}+\ldots\right) .
$$

Taking the limits when $\Delta x \doteq 0$, and $\therefore \Delta v$ also $\doteq 0$,
or

$$
\begin{align*}
\frac{d y}{d x} & =n v^{n-1} \frac{d v}{d x}, \\
d\left(v^{n}\right) & =n v^{n-1} d v . \tag{A}
\end{align*}
$$

This result is true for all values of $n$. The case in which $n=\frac{1}{2}$ deserves special mention; ( $A$ ) then becomes

$$
\begin{equation*}
d(\sqrt{v})=\frac{d v}{2 \sqrt{v}} \tag{B}
\end{equation*}
$$

When $n=-1$, (A) becomes

$$
\begin{equation*}
d\left(\frac{1}{v}\right)=-\frac{d v}{v^{2}} \tag{1}
\end{equation*}
$$

Ex, 1. $d\left(x^{5}\right)=5 x^{4} d x$.
2. $d\left(3 x^{5}+2\right)=3 d\left(x^{5}\right)=15 x^{4} d x$.
3. $d\left(3 x^{4}-2 x^{2}+6\right)=3.4 x^{3} d x-2.2 x d x=4 x\left(3 x^{2}-1\right) d x$.
4. $d \sqrt[3]{x^{2}}=d\left(x^{\frac{2}{3}}\right)=\frac{2}{3} x^{-\frac{1}{3}} d x$.
5. $d\left(\frac{1}{x^{2}}\right)=d\left(x^{-2}\right)=-2 x^{-3} d x=-\frac{2 d x}{x^{3}}$.
6. $d\left(a^{2}+x^{2}\right)^{3}=3\left(a^{2}+x^{2}\right)^{2} d\left(a^{2}+x^{2}\right)$

$$
=3\left(a^{2}+x^{2}\right)^{2} 2 x d x=6 x\left(a^{2}+x^{2}\right)^{2} d x
$$

In this example $v=a^{2}+x^{2}$, and $n=3, a$ being constant.
7. $d\left(\frac{a-x}{a-b}\right)=\frac{1}{a-b} d(a-x)=-\frac{d x}{a-b}$.
$8 d \frac{1}{\sqrt{\left(a x+b x^{2}\right)^{3}}}=d\left(a x+b x^{2}\right)^{-\frac{3}{2}}$

$$
=-\frac{3}{2}(a x+b x)^{-2-1} d\left(a x+b x^{2}\right)=-\frac{3}{2}\left(a x+b x^{2}\right)^{-\frac{5}{2}}(a+2 b x) d x .
$$

9. $d \sqrt{a^{2}-x^{2}}=\frac{d\left(a^{2}-x^{2}\right)}{2 \sqrt{a^{2}-x^{2}}}$ by (B), $=\frac{-2 x d x}{2 \sqrt{a^{2}-x^{2}}}=-\frac{x d x}{\sqrt{a^{2}-x^{2}}}$.
10. $d\left(\frac{1}{a^{2}-x^{2}}\right)=-\frac{d\left(a^{2}-x^{2}\right)}{\left(a^{2}-x^{2}\right)^{2}}$ by $\left(\mathrm{B}_{1}\right),=\frac{2 x d x}{\left(a^{2}-x^{2}\right)^{2}}$.
11. Differential of a product. Let $y=u v$, where $u$ and $v$ are functions of $x$. Then

$$
\begin{gathered}
\Delta y=(u+\Delta u)(v+\Delta v)-u v=v \Delta u+u \Delta v+\Delta u \Delta v . \\
\therefore \frac{\Delta y}{\Delta x}=v \frac{\Delta u}{\Delta x}+u \frac{\Delta v}{\Delta x}+\Delta u \frac{\Delta v}{\Delta x} .
\end{gathered}
$$

The limit of the last term is 0 .
or

$$
\therefore \frac{d y}{d x}=v \frac{d u}{d x}+u \frac{d v}{d x},
$$

$$
\begin{equation*}
d(u v)=v d u+u d v . \tag{C}
\end{equation*}
$$

Similarly, $\quad d(u v w)=v w d u+u u d v+u v d w$.
Ex. $d(4 x+3)\left(x^{2}-1\right)=\left(x^{2}-1\right) d(4 x+3)+(4 x+3) d\left(x^{2}-1\right)$

$$
=\left(x^{2}-1\right) 4 d x+(4 x+3) 2 x d x=2\left(6 x^{2}+3 x-2\right) d x .
$$

31. Differential of a quotient or fraction. Let the fraction be $u / v, u$ and $v$ both being variable. Then

$$
d\left(\frac{u}{v}\right)=d\left(u \frac{1}{v}\right)=\frac{1}{v} d u+u\left(-\frac{d v}{v^{2}}\right), \quad \text { by }(\mathrm{C}) \text { and }\left(\mathrm{B}_{1}\right) .
$$

Hence

$$
\begin{equation*}
d\left(\frac{u}{v}\right)=\frac{v d u-u d v}{v^{2}} \tag{D}
\end{equation*}
$$

Ex. $d\left(\frac{x^{2}-1}{x^{2}+1}\right)=\frac{\left(x^{2}+1\right) d\left(x^{2}-1\right)-\left(x^{2}-1\right) d\left(x^{2}+1\right)}{\left(x^{2}+1\right)^{2}}=\frac{4 x d x}{\left(x^{2}+1\right)^{2}}$.

## Examples.

1. $d\left(a^{2}-x^{2}\right)^{3}=-6 x\left(a^{2}-x^{2}\right)^{2} d x$.
2. $d \sqrt{1+x^{2}}=x d x / \sqrt{1+x^{2}}$.
3. If $f(x)=a x^{2}+2 b x+c, f^{\prime}(x)=2(a x+b)$.*
4. $y=\sqrt{x^{3}-a^{3}}, d y / d x=3 x^{2} / 2 \sqrt{x^{3}-a^{3}}$.
5. $d\left[a x\left(x^{2}-1\right)(x+1)\right]=a(x+1)\left(4 x^{2}-x-1\right) d x$.
6. $d\left(\frac{x^{4}-1}{x^{4}+1}\right)=\frac{8 x^{3} d x}{\left(x^{4}+1\right)^{2}}$.
7. $d(1+x) \sqrt{1-x}=(1-3 x) d x / 2 \sqrt{1-x}$.

$$
\# f^{\prime}(x)=d f(x) / d x, \S 27 .
$$

8. $y=3\left(a+b x^{2}\right)^{\frac{5}{3}}, d y=10 b x\left(a+b x^{2}\right)^{\frac{2}{2}} d x$.
9. $y=\sqrt{a^{2}+(b-x)^{2}}, d y=(x-b) d x / \sqrt{a^{2}+(b-x)^{2}}$.
10. $y=\left(a^{3}-x^{3}\right)^{-1}, d y / d x=3 x^{2} /\left(a^{3}-x^{3}\right)^{2}$.
11. $y=x^{3} /(a+x)^{2}, d y / d x=(3 a+x) x^{2} /(a+x)^{3}$.
12. $y=\sqrt{a^{2}-x^{2}}, d y=-x d x / \sqrt{a^{2}-x^{2}}$.
13. $y=\sqrt{2 a x-x^{2}}, d y=(a-x) d x / \sqrt{2 a x-x^{2}}$.
14. $y=x^{3} /\left(a^{2}-x^{2}\right), d y / d x=\left(3 a^{2}-x^{2}\right) x^{2} /\left(a^{2}-x^{2}\right)^{2}$ 。
15. $d\left[x^{n} /(1+x)^{n}\right]=n x^{n-1} d x /(1+x)^{n+1}$.
16. $d\left(a^{2}-x^{2}\right)^{-1}=2 x d x /\left(a^{2}-x^{2}\right)^{2}$.
17. $y=x^{2} / \sqrt{1+x^{4}}, d y / d x=2 x /\left(1+x^{4}\right)^{\frac{3}{2}}$.
18. $y=(x-a) / \sqrt{x}, d y / d x=(a+x) / 2 \sqrt{x^{3}}$.
19. $y=a x / \sqrt{2 a x-x^{2}}, d y / d x=a^{2} x /\left(2 a x-x^{2}\right)^{\frac{3}{2}}$.
20. $y=\sqrt{\frac{a+x}{a-x}}, d y=\frac{a d x}{(a-x) \sqrt{a^{2}-x^{2}}}$.
21. $y=2 x / \sqrt{a^{2}+x^{2}}, d y=2 a^{2} d x /\left(a^{2}+x^{2}\right)^{\frac{3}{2}}$.
22. $y=x\left(a^{2}+x^{2}\right) \sqrt{a^{2}-x^{2}}, d y / d x=\left(a^{4}+a^{2} x^{2}-4 x^{4}\right) / \sqrt{a^{2}-x^{2}}$.
23. $f(x)=\sqrt{x+\sqrt{1+x^{2}}}, f^{\prime}(x)=\sqrt{x+\sqrt{1+x^{2}}} / 2 \sqrt{1+x^{2}}$.
24. $\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}=1$. Differentiating each term,

$$
\frac{2 x d x}{a^{2}}+\frac{2 y d y}{b^{2}}=0, \quad \therefore \frac{d y}{d x}=-\frac{b^{2} x}{a^{2} y} .
$$

25. $y^{2}=4 a x, d y / d x=(a / x)^{\frac{1}{2}}=2 a / y$.
26. $x^{2} y+b^{2} x-a^{2} y=0, d y / d x=\left(b^{2}+2 x y\right) /\left(a^{2}-x^{2}\right)$.
27. $x^{3}+y^{3}=3 a x y, d y / d x=-\left(x^{2}-a y\right) /\left(y^{2}-a x\right)$.
28. $x^{2} y-x y^{2}=a^{3}, d y / d x=\left(y^{2}-2 x y\right) /\left(x^{2}-2 x y\right)$.
29. If $y=\frac{1}{x}$, show that $\frac{d x}{\sqrt{1+x^{4}}}+\frac{d y}{\sqrt{1+y^{4}}}=0$.

## CHAPTER IV.

## TANGENTS AND NORMALS.

32. Let $P$ and $Q$ be two points near one another on a curve of which the equation is given. Let the coördinates of $P$ be $(x, y)$, then $x=O A, y=A P$. When $x$ has the in-


Fig. 13.


Fig. 14.
crement $\Delta x$ or $A B$, the new value of $y$ is $B Q$, hence $C Q$ is $\Delta y$. Let the tangent at $P$ make an angle $\phi$ with the $x$-axis. Then as in $\S 26$, when $Q$ approaches $P$ as a limit of position, $\Delta x \doteq 0$, and

$$
\tan \phi=£ \tan C P Q=£(\Delta y / \Delta x)=d y / d x .
$$

Let the length of the curve measured from some point up to $P$ be $s$, and let the length of the are $P Q$ be $\Delta s$, and the length of the chord $P Q$ be $q$. Then

$$
\cos \phi=£ \cos C P Q=£(\Delta x / q)=£(\Delta x / \Delta s)(\S 17)=d x / d s
$$

Similarly, $\quad \sin \phi=d y / d s$.
Thus, $\quad \cos \phi=\frac{d x}{d s}$ (1), $\quad \sin \phi=\frac{d y}{d s}$ (2), $\tan \phi=\frac{d y}{d x}$

Squaring (1) and (2) and adding,


Fig. 15.
These relations show that if $d x$ is $P D$ (Figs. 15, 16), $d y$ is $D E$, and $d s$ is $P E$.
33. The subtangent $T A=y \frac{d x}{d y}$, the tangent $\dagger T P=y \frac{d s}{d y}$, the subnormal $A N=y \frac{d y}{d x}$, the normal $N P=y \frac{d s}{d x}$. The intercepts of the tangent on the axes are

$$
O T=x-y \frac{d x}{d y}, \quad O S=-O T \tan \phi=y-x \frac{d y}{d x}
$$

Also,

$$
y-y_{1}=\left(\frac{d y}{d x}\right)_{1}\left(x-x_{1}\right)
$$

is the equation of the tangent, and

$$
y-y_{1}=-\left(\frac{d x}{d y}\right)_{1}\left(x-x_{1}\right)
$$

[^6]the equation of the normal, at a point whose coördinates are ( $x_{1}, y_{1}$ ), the parentheses ( $)_{1}$ indicating the particular value which the enclosed quantity has when $x_{1}$ and $y_{1}$ are substituted for $x$ and $y$.

It will be convenient to take $d x$ as + , i.e., measured in the + direction of the $x$-axis, and to suppose $\phi$ to be a positive or a negative acute angle; hence $\cos \phi$ and $d s$ are always + , and $\sin \phi$ and $\tan \phi$ have the same sign as $d y$. It should be noticed that the curve rises or falls ( $y$ increases or decreases) according as $d y$ is + or - .

## Examples.

1. The curve $a^{2} y=x\left(x^{2}-a^{2}\right)$, Fig. 17.

Differentiating we have tan $\phi=d y / d x=\left(3 x^{2}-a^{2}\right) / a^{2}$.
At the origin $x=0, \quad \therefore \tan \phi=-1$ and $\therefore \phi=-45^{\circ}$.
At $A$ or $B, x= \pm a, \therefore \tan \phi=2$ and $\phi=63^{\circ} 26^{\prime}$.
When $x= \pm a / \sqrt{3}, \quad \tan \phi=0, \quad \therefore \phi=0$.


Fig. 17.


Fig. 18.

The equation of the tangent at any point $\left(x_{1}, y_{1}\right)$ is

$$
y-y_{1}=\left(\frac{3 x_{1}{ }^{2}-a^{2}}{a^{2}}\right)\left(x-x_{1}\right)
$$

2. The common parabola $y^{2}=4 a x$.

Differentiating each term, $2 y d y=4 a d x, \therefore d y / d x=2 a / y$.
$\therefore y-y_{1}=\left(2 a / y_{1}\right)\left(x-x_{1}\right)$ is the equation of the tangent at $\left(x_{1}, y_{1}\right)$, and reduces to $y_{1} y=2 a\left(x+x_{1}\right)$. The subnormal $=y d y / d x$ $=2 a$, a constant.
3. The equation $x^{3}+y^{3}=a^{2}$ represents an astroid, or four-cusped hypocycloid (Fig. 18), i.e., the locus of a point in the circum-
ference of a circle which rolls inside the circumference of a fixed circle, the diameter of the latter being four times that of the former. Differentiating the equation, we get $\frac{2}{3} x^{-\frac{1}{3}} d x+\frac{2}{3} y^{-\frac{1}{3}} d y=0$, whence $d x / d y=-(x / y)^{\frac{1}{3}}$. The intercepts of the tangent on the axes will be found to be $a^{\frac{7}{3}} x^{\frac{1}{3}}$ and $a^{\frac{3}{3}} y^{\frac{3}{3}}$. Squaring, adding, and taking the square root we find that the part of the tangent intercepted between the axes is of constant length, viz., $a$. Hence, if a straight line of length $a$ slide with its extremities on two given lines at right angles to one another, it will constantly touch this curve.
4. To find $\tan \phi$ at any point of the curve $x^{2} y-x y^{2}=2$.

Differentiating each term by (C),

$$
\begin{aligned}
& x^{2} d y+2 x y d x-2 x y d y-y^{2} d x=0 \\
& \therefore d y / d x=\left(y^{2}-2 x y\right) /\left(x^{2}-2 x y\right)
\end{aligned}
$$

5. Find the equations of the tangents at the points $(-1,1)$, $(2,1)$ on this curve. Ans. $x-y+2=0, x=2$.
6. Of the rectangular hyperbola $x y=k^{2}$ show that
(1) the equation of the tangent at $\left(x_{1}, y_{1}\right)$ is $x / x_{1}+y / y_{1}=2$,
(2) the equation of the normal at $(k, k)$ is $y=x$,
(3) the subtangent always $=-$ the abscissa,
(4) the tangent makes with the axes a triangle of constant area, viz., $2 k^{2}$.
7. Show that the tangent to the curve $(x+a)^{2} y=a^{2} x$ is parallel to the axis of $x$ when $x=a$, perpendicular to it when $x=-a$, and that the tangent at the origin bisects the angle between the axes.
8. Find the equations of the tangent and normal at the point ( $a, a$ ) on the curve $a y^{2}=x^{3}$. Ans. $3 x-2 y=a, 2 x+3 y=5 a$.

Also show that the subtangent $=\frac{2}{3} a$, the subnormal $=\frac{3}{2} a$, the tangent $=\frac{1}{3} a \sqrt{1} \overline{3}$, the normal $=\frac{1}{2} a \sqrt{13}$.
9. On the curve $x^{2} y+b^{2} x=a^{2} y$, show that $\tan \phi=b^{2} / a^{2}$ when $x=0,20 b^{2} / 9 a^{2}$ when $x=\frac{1}{2} a$, and $5 b^{2} / 9 a^{2}$ when $x=2 a$.
10. Show that the curves $y\left(4+x^{2}\right)=8,4 y=x^{2}$, intersect at an angle $\tan ^{-1} 3$.
11. Find the equations of the tangents of the following curves at the given points:
(1) $x y=1+x^{9}$ at $(1,2)$.
(2) $x^{2}+y^{2}=x^{8}$ at $(2,2)$.

$$
\text { Ans. } \begin{aligned}
x-y+1 & =0 . \\
2 x-y & =2 . \\
(n+2) x-n y & =4 .
\end{aligned}
$$

(4) $a^{2} y=x^{3}$ at $\left(x_{1}, y_{1}\right)$.

$$
\begin{array}{r}
3 x_{1}{ }^{2} x-a^{2} y=2 x_{1}{ }^{3} . \\
3 x-2 y_{1} y+3 x_{1}+2=0 . \\
\frac{x_{1} x}{a^{2}}+\frac{y_{1} y}{b^{2}}=1 .
\end{array}
$$

12. $4 x y=4+x^{3}$; show that at $\left(2, \frac{3}{2}\right)$ the subnormal $=\frac{9}{8}$, the subtangent $=2$, the normal $=\frac{15}{8}$, the tangent $=\frac{5}{2}$.
13. $y^{2}=3 x+1$; show that when $y=-4$ the subnormal $=\frac{3}{2}$, the subtangent $=\frac{32}{3}$, the normal $=-\frac{1}{2} \sqrt{73}$, the tangent $=\frac{4}{3} \sqrt{73}$.
14. $x^{\frac{2}{3}}+y^{\frac{7}{3}}=a^{\frac{7}{3}}$, Fig. 18 ; show that $d s=(a / x)^{\frac{1}{3}} d x$.
15. Find an expression for the length of the perpendicular from the origin on the tangent at any point $(x, y)$ of any curve.

Ans. $(x d y-y d x) / d s$.
16. In the case of the parabola $y^{2}=4 a x$, show that the length of this perpendicular $=x \sqrt{a /(a+x)}$.

## CHAPTER V.

DIFFERENTIALS OF EXPONENTIALS AND LOGARITHMS.
34. Differentials of the exponentials $a^{0}$ and $e^{v}$. Let $a$ be any constant, $v$ any function of $x$. Then

$$
\begin{aligned}
\Delta\left(a^{v}\right) & =a^{v+\Delta v}-a^{v}=a^{v}\left(a^{\Delta v}-1\right) \\
& =a^{v}\left[A \Delta v+\frac{1}{2} A^{2}(\Delta v)^{2}+\ldots\right], \quad A=\log _{e} a,
\end{aligned}
$$

by the exponential theorem, the series being convergent for all values of $\Delta v$.

$$
\therefore \frac{\Delta\left(a^{v}\right)}{\Delta x}=A a^{v} \frac{\Delta v}{\Delta x}\left(1+\frac{1}{2} A \Delta v+\ldots\right),
$$

and taking the limits,
or

$$
\begin{align*}
& \frac{d\left(a^{v}\right)}{d x}=A a^{v} \frac{d v}{d x} \\
& d\left(a^{v}\right)=A a^{v} d v . \tag{E}
\end{align*}
$$

When $a=e=2.71828 \ldots, A$ is 1 . Hence

$$
\begin{equation*}
d\left(e^{v}\right)=e^{v} d v . \tag{F}
\end{equation*}
$$

Ex. 1. $d\left(e^{3 x}\right)=e^{3 x} d(3 x)=3 e^{3 x} d x$.
2. $d\left(e^{-x}\right)=e^{-x} d(-x)=-e^{-x} d x$.
3. $d\left(2^{-x}\right)=\left(\log _{e} 2\right) 2^{-x} d(-x)=-\left(\log _{e} 2\right) 2^{-x} d x$.
35. Differentials of logarithms. First suppose the logarithms to be Napierian (or hyperbolic or natural) logarithms, the base being $e=2.71828 \ldots$ Let $y=\log _{e} v$,
then

$$
\begin{align*}
& v=e^{v}, \quad \therefore d v=e^{v} d y=v d y \\
& \therefore d y, \quad \text { or } \quad d\left(\log ^{e} v\right)=\frac{d v}{v} \tag{G}
\end{align*}
$$

Secondly, let the base be any number $a$. Then $\because \log _{a} v=$ $M \log _{e} v$, where $M=1 / \log _{e} a$, or $=\log _{a} e$,

$$
\begin{equation*}
\therefore d\left(\log _{a} v\right)=M \frac{d v}{v} \tag{1}
\end{equation*}
$$

$M$ is the modulus of the system of logarithms with base $a$.
Unless the contrary is indicated, the logarithms are always assumed to be Napierian.

Ex. 1. $d \log \left(a x^{3}\right)=d\left(a x^{3}\right) / a x^{3}=3 a x^{2} d x / a x^{3}=3 d x / x$.
2. $d(x \log x)=\log x d x+x d(\log x)=(\log x+1) d x$.
36. To differentiate $u^{v}$, where both $u$ and $v$ are variable quantities. Let $y=u^{v}$, then $\log y=(\log u) v$; hence, differentiating,

$$
\begin{gather*}
\frac{d y}{y}=v \frac{d u}{u}+(\log u) d v, \quad \therefore d y=y\left[v \frac{d u}{u}+(\log u) d v\right] \\
\therefore d\left(u^{v}\right)=v u^{v-1} \cdot d u+(\log u) u^{v} d v \tag{2}
\end{gather*}
$$

i.e., the differential is obtained by supposing $u$ and $v$ in turn to vary while the other remains constant, and adding the results.
37. When an expression is made up of factors it is often simpler to take logarithms before differentiating.

Ex.

$$
\begin{aligned}
& y=(x+1)^{\frac{1}{2}}(x+3)^{\frac{2}{2}} /(x+4)^{4} \\
& \log y=\frac{1}{2} \log (x+1)+\frac{9}{2} \log (x+3)-4 \log (x+4) \\
& \frac{d y}{y}=\frac{1}{2} \frac{d x}{x+1}+\frac{9}{2} \frac{d x}{x+3}-4 \frac{d x}{x+4}
\end{aligned}
$$

whence $d y$.

## Examples.

1. $y=\frac{1}{2 a} \log \frac{x-a}{x+a}=\frac{1}{2 a}[\log (x-a)-\log (x+a)], \quad d y=\frac{d x}{x^{2}-a^{2}}$.
2. $y=\log \left(x / \sqrt{1+x^{2}}\right)=\log x-\frac{1}{2} \log \left(1+x^{2}\right), \quad d y=d x /\left(x+x^{3}\right)$.
3. $f(x)=\sqrt{x}-\log (1+\sqrt{x}), \quad f^{\prime}(x)=\frac{1}{2}(1+\sqrt{x})^{-1}$.
4. $d \log \left(x+\sqrt{x^{2} \pm a^{2}}\right)=d x / \sqrt{x^{2} \pm a^{2}}$.
5. $y=\log \left[e^{x} /\left(1+e^{x}\right)\right], \quad d y=d x /\left(1+e^{x}\right)$.
6. $y=e^{x^{n}}, \quad d y=n e^{x^{n}} x^{n-1} d x$.
7. $\left.d \log (\sqrt{x-a}+\sqrt{x-b})=\frac{1}{2} d x / \sqrt{(x-a)(x-b}\right)$.
8. $y=a^{\log x}=\left(e^{\wedge}\right)^{\log x}=\left(e^{\log x}\right)^{\wedge}=x^{\wedge}, \quad d y=\mathbf{A} x^{\Lambda-1} d x$.
9. $d\left(x^{x}\right)=(1+\log x) x^{x} d x$.
10. $y=1+x e^{\nu}, \quad d x=(2-y) d y / e^{y}$.
11. $y=\log (y / x), \quad(1-y) x d y=y d x$.
12. Differentiate $y=u v, y=u v w$, and $y=u / v$, after taking logarithms, and compare the results with formulæ (C), ( $\mathrm{C}_{1}$ ), and (D).
13. Differentiate $y=v^{n}$ after taking logarithms, thus showing that $d\left(v^{n}\right)=n v^{n-1} d v$.
14. Show that the subtangent of the exponential curve $y=a^{x}$ is constant and $=\log _{a} e$.
15. Find the subnormal of the curve $y^{2}=a^{2} \log x$.

Ans. $a^{2} / 2 x$.

## CHAPTER VI.

## DIFFERENTIALS OF DIRECT CIRCULAR (TRIGONOMETRICAL) FUNCTIONS.

38. To differentiate $\sin v$. Suppose $v$ to be a function of $\theta$. Then $\Delta \sin v=\sin (v+\Delta v)-\sin v=2 \cos \left(v+\frac{1}{2} \Delta v\right) \sin \frac{1}{2} \Delta v, *$
or

$$
\begin{equation*}
\therefore £ \frac{\Delta \sin v}{\Delta \theta}=£ \frac{2 \cos v \cdot \frac{1}{2} \Delta v}{\Delta \theta}, \tag{§17}
\end{equation*}
$$

$$
\frac{d \sin v}{d \theta}=\cos v \frac{d v}{d \theta} .
$$

$$
\begin{equation*}
\therefore d \sin v=\cos v d v . \tag{1}
\end{equation*}
$$

Similarly, $\quad d \cos v=-\sin v d v$.
39. The differentials of the remaining functions may be found by first expressing them in terms of sine and cosine The results with (1) and (2) above are: $\dagger$

$$
\begin{align*}
d \sin v & =\cos v d v  \tag{H}\\
d \cos v & =-\sin v d v  \tag{I}\\
d^{3} \tan v & =\sec ^{2} v d v  \tag{J}\\
d \cot v & =-\operatorname{cosec}^{2} v d v  \tag{K}\\
d \sec v & =\sec v \tan v d v  \tag{L}\\
d \operatorname{cosec} v & =-\operatorname{cosec} v \cot v d v \tag{M}
\end{align*}
$$

* Since $\sin A-\sin B=2 \cos \frac{1}{2}(A+B) \sin \frac{1}{2}(A-B)$.
$\dagger$ To these results may be added:
$d$ vers $v=d(1-\cos v)=\sin v d v$
$d$ covers $v=d(1-\sin v)=-\cos v d v$.


## Examples.

1. $d \sin n \theta=\cos n \theta d(n \theta)=n \cos n \theta d \theta$.
2. $d \sin (\tan \theta)=\cos (\tan \theta) d(\tan \theta)=\cos (\tan \theta) \sec ^{2} \theta d \theta$.
3. $y=\tan \theta-\theta, \quad d y=\tan ^{2} \theta d \theta$.
4. $d\left(\frac{1}{2} \theta-\frac{1}{4} \sin 2 \theta\right)=\sin ^{2} \theta d \theta$.
5. $d\left(\frac{1}{2} \theta+\frac{1}{4} \sin 2 \theta\right)=\cos ^{2} \theta d \theta$.
6. $d(\sec \theta+\tan \theta)=(1+\sin \theta) d \theta / \cos ^{2} \theta$.
7. $y=\frac{1}{3} \tan ^{3} x-\tan x+x, \quad d y=\tan ^{4} x d x$.
8. $f(x)=\sin x-\frac{1}{3} \sin ^{3} x, \quad f^{\prime}(x)=\cos ^{3} x$.
9. $d\left(\sin ^{2} x \cos ^{2} x\right)=\frac{1}{2} \sin 4 x d x$.
10. $y=\log \tan \frac{1}{2} \theta, \quad d y=\operatorname{cosec} \theta d \theta$.
11. $y=\log \tan \left(\frac{1}{4} \pi+\frac{1}{2} \theta\right), \quad d y=\sec \theta d \theta$.
12. $d\left(\sec \theta+\log \tan \frac{1}{2} \theta\right)=\sec ^{2} \theta \operatorname{cosec} \theta d \theta$.
13. $d\left(\frac{\sin x}{1+\tan x}\right)=\frac{\left(\cos ^{3} x-\sin ^{3} x\right) d x}{(\sin x+\cos x)^{2}}$.
14. $f(x)=\sin (\log x), f^{\prime}(x)=x^{-1} \cos (\log x)$.
15. $d e^{x} \cos x=e^{x}(\cos x-\sin x) d x$.
16. $d \log \sin \theta=\cot \theta d \theta$.
17. $d \log \cos \theta=-\tan \theta d \theta$.
18. $d \log \tan \theta=\sec \theta \operatorname{cosec} \theta d \theta$.
19. $d \log \sec \theta=\tan \theta d \theta$.
20. $d \log (\sec \theta+\tan \theta)=\sec \theta d \theta$.
21. $y=\log \sqrt{\sin x}+\log \sqrt{\cos x}, \quad d y / d x=\cot 2 x$.
22. $y=2 /\left(1+\tan \frac{1}{2} x\right), \quad d y / d x=-1 /(1+\sin x)$.
23. $d \log \vee(1-\cos \theta) /(1+\cos \theta)=\operatorname{cosec} \theta d \theta$.
24. $d \sin n \theta \sin ^{n} \theta=n \sin ^{n-1} \theta \sin (n+1) \theta d \theta$.
25. By differentiating $\sin 2 \theta=2 \sin \cos \theta$, show that

$$
\cos 2 \theta=\cos ^{2} \theta-\sin ^{2} \theta
$$

26. The cycloid. This is the curve traced by a point in the circumference of a circle which rolls along a straight line, Fig. 19.

Let $\theta=$ the argle through which the circle (of radius $a$ ) rolls while the tracing-point moves from $O$ to $P$.

Then

$$
\begin{aligned}
& x=O M=O B-M B=\operatorname{arc} P B-P D=a \theta-a \sin \theta, \\
& y=M P=B C-D C=a-a \cos \theta
\end{aligned}
$$

From these two results $\theta$ may be eliminated; but as the result-
ing equation is not algebraical we shall suppose the locus determined by the simultaneous equations

$$
x=a(\theta-\sin \theta), \quad y=a(1-\cos \theta) .
$$



Fig. 19.
For a single arch of the curve $\theta$ varies from 0 to $2 \pi$; for greater or smaller values of $\theta$ the curve is repeated indefinitely in both directions.

Produce $B C$ to meet the circle in $E$, then $P E$ is the tangent and $P B$ the normal at $P$. For

$$
d x=a(1-\cos \theta) d \theta=B D d \theta, \quad d y=a \sin \theta d \theta=D P d \theta,
$$

$\therefore$ if the tangent makes an angle $\phi$ with the axis of $x$, $\tan \phi=d y / d x=D P: B D=\tan D B P=\tan D P E$,
$B P E$. an angle in a semicircle, being a right angle. Therefore $P E$ is the tangent. Hence at each instant the circle may be supposed


Fig. 20.
to be turning about its lowest point as an instantaneous centre of rotation."

Since $C E=C P, C E P=\frac{1}{2} 0, \therefore$ the normal $P B=2 a \sin ^{\frac{1}{2}} 0$.
27. If the axes of the cycloid be taken as in Fig. 20, its equations are

$$
x=a(1-\cos \theta), \quad y=a(\theta+\sin \theta),
$$

$\theta$ being the angle through which the circle has rolled from $R$.
The locus of $Q$ (of $D$ in Fig. 19) is called the "companion to the cycloid." Its equations are

$$
x=a(1-\cos \theta), \quad y=a \theta .
$$

Show that in this curve $\tan \phi=\operatorname{cosec} \theta$, and hence that $\phi$ is least when $x=a$.
28. At any point of the cycloid, show that

$$
\begin{array}{ll}
\frac{d y}{d x}=\sqrt{\frac{2 a}{y}-1}=\frac{\sqrt{2 a y-y^{2}}}{y}, & \text { Fig. 19, } \\
\frac{d y}{d x}=\sqrt{\frac{2 a}{x}-1}=\frac{\sqrt{2 a x-x^{2}}}{x}, & \text { Fig. } 20 .
\end{array}
$$

29. In the cycloid, Fig. 20, show that

$$
d s / d x=\sqrt{(2 a) / x}
$$

## CHAPTER VII.

## DIFFERENTIALS OF INVERSE CIRCULAR (TRIGONOMETRICAL) FUNCTIONS.

40. To differentiate $\sin ^{-1} \frac{v}{a}$, the radian measure of the angle whose sine is $v / a, a$ being a constant.

Let $y=\sin ^{-1} \frac{v}{a}$, then $v=a \sin y$.
$\therefore d v=a \cos y d y=a \sqrt{1-\frac{v^{2}}{a^{2}}} d y=\sqrt{a^{2}-v^{2}} d y . \quad \therefore d y$ or
$d \sin ^{-1} \frac{v}{a}=\frac{d v^{*}}{\sqrt{a^{2}-v^{2}}}(\mathrm{~N})$, or $d \sin ^{-1} v=\frac{d v}{\sqrt{1-v^{2}}}$, if $a=1$.
Similarly,
$d \cos ^{-1} \frac{v}{a}=-\frac{d v}{\sqrt{a^{2}-v^{2}}}\left(\mathrm{~N}_{1}\right)$, or $d \cos ^{-1} v=-\frac{d v}{\sqrt{1-v^{2}}}$, if $a=1$;
$d \tan ^{-1} \frac{v}{a}=\frac{a d v}{a^{2}+v^{2}}(\mathrm{P}), \quad$ or $\quad d \tan ^{-1} v=\frac{d v}{1+v^{2}}, \quad$ if $\quad a=1$;
$d \cot ^{-1} \frac{v}{a}=-\frac{a d v}{a^{2}+v^{2}}\left(\mathrm{P}_{1}\right), \quad$ or $\quad d \cot ^{-1} v=-\frac{d v}{1+v^{2}}$, if $\quad a=1$;
$d \sec ^{-1} \frac{v}{a}=\frac{a d v}{v \sqrt{v^{2}-a^{2}}}(\mathrm{Q})$, or $d \sec ^{-1} v=\frac{d v}{v \sqrt{v^{2}-1}}$, if $a=1$;
$d \operatorname{cosec}^{-1} \frac{v}{a}=-\frac{a d v}{v \sqrt{v^{2}-a^{2}}}\left(\mathrm{Q}_{1}\right)$, or $d \operatorname{cosec}^{-1} v=-\frac{d v}{v \sqrt{v^{2}-1}}$,

$$
\text { if } \quad a=1 \text {. }
$$

* This formula should le preceded by a minus sign if $\cos y$ is - , i.e., if the angle is a secont or third q iadrant angle (see Fig. 7). The f rmulæ as given may be supposed to apply only to first-quadrant angles


## Examples.

1. $d \sin ^{-1}\left(2 x^{2}\right)=\frac{d\left(2 x^{2}\right)}{\sqrt{1-\left(2 x^{2}\right)^{2}}}=\frac{4 x d x}{\sqrt{1-4 x^{4}}}$.
2. $d\left(\log \tan ^{-1} x\right)=\frac{d \tan ^{-1} x}{\tan ^{-1} x}=\frac{d x}{\left(1+x^{2}\right) \tan ^{-1} x}$.
3. $d \sin ^{-1} 3 x^{2}=\frac{6 x d x}{\sqrt{1-9 x^{4}}}$.
4. $d \cos ^{-1} \frac{a}{x}=\frac{a d x}{x \sqrt{x^{2}-a^{2}}}$.
5. $d \sin ^{-1} \frac{x-a}{x}=\frac{a d x}{x \sqrt{2 a x-a^{2}}}$.
6. $d \cos ^{-1} \frac{a-x}{a}=\frac{d x}{\sqrt{2 a x-x^{2}}}$.
7. $d \sin ^{-1} \frac{x^{2}}{a^{2}}=\frac{2 x d x}{\sqrt{a^{4}-x^{4}}}$.
8. $d \tan ^{-1} e^{x}=\frac{d x}{e^{x}+e^{-x}}$.
9. $d \sec ^{-1} \sqrt{1+x^{2}}=d x /\left(1+x^{2}\right)$.
10. $d \tan ^{-1}\left(\sqrt{1+x^{2}}-x\right)=-\frac{1}{2} d x /\left(1+x^{2}\right)$.
11. $d \sin ^{-1}\left(x / \sqrt{1+x^{2}}\right)=d x /\left(1+x^{2}\right)$.
12. $d \sin ^{-1}\left[\left(1-x^{2}\right) /\left(1+x^{2}\right)\right]=-2 d x /\left(1+x^{2}\right)$.
13. $d \tan ^{-1}\left[2 x /\left(1-x^{2}\right)\right]=2 d x /\left(1+x^{2}\right)$.
14. $d \sin ^{-1} \sqrt{\sin x}=\frac{1}{2} \sqrt{1+\operatorname{cosec} x} d x$.
15. $d$ vers $^{-1} \frac{x}{a}=d \cos ^{-1}\left(1-\frac{x}{a}\right)=\frac{d x}{\sqrt{2 a x-x^{3}}}$.
16. $d \sin ^{-1} \sqrt{\frac{x-a}{b-a}}=\frac{d x}{2 \sqrt{(x-a)(b-x)}}$.
17. $y=a \sin ^{-1}(x / a)+\sqrt{a^{2}-x^{2}}, \quad d y=d x \sqrt{(a-x) /(a+x)}$.
18. $y=\sqrt{x^{2}-a^{2}}-a \sec ^{-1}(x / a), \quad d y=d x \sqrt{x^{2}-a^{2}} / x$.
19. $y=x \tan ^{-1} x-\log \sqrt{1+x^{2}}, \quad d y=\tan ^{-1} x d x$.
20. $y=\tan ^{-1} x+\log \frac{x}{\sqrt{1+x^{2}}}, \quad d y=\frac{(1+x) d x}{x\left(1+x^{2}\right)}$.
21. $y=\log \sqrt{\frac{x-a}{x+a}}+\tan ^{-1} \frac{x}{a}, \quad \frac{d y}{d x}=\frac{2 a x^{2}}{x^{4}-a^{4}}$.

## CHAPTER VIII.

## DIFFERENTIALS OF HYPERBOLIC FUNCTIONS.

41. Def. The quantities $\frac{1}{2}\left(e^{x}-e^{-x}\right), \frac{1}{2}\left(e^{x}+e^{-x}\right)$ are called,


Fig. 21.
respectively, the hyperbolic sine $\left(\sinh x^{*}\right)$ and hyperbolic cosine ( $\cosh x$ ) of $x$. The hyperbolic tangent of $x$ is defined

[^7]to be $\sinh x / \cosh x$, and the hyperbolic secant, cosecant, and cotangent to be the reciprocals of the cosine, sine, and tangent, respectively.

The graphs of the functions are represented in Fig. 21. Observe that $\sinh x$ may have any vaius, $\cosh x \equiv 1$, $\tanh x>-1$ and $<1$, $\operatorname{coth} x>1$ or $<-1$, etc., $\sinh 0=0$, $\cosh 0=1$, etc.

The fundamental relations

$$
\begin{gathered}
\cosh ^{2} x-\sinh ^{2} x=1, \quad \operatorname{sech}^{2} x=1-\tanh ^{2} x \\
\operatorname{cosech}^{2} x=\operatorname{coth}^{2} x-1
\end{gathered}
$$

are easily verified.
The differentials of the hyperbolic functions are similar to those of the circular functions. Only the most important are given here. (For the others see Appendix, Note C.)

Differentiating $\sinh v=\frac{1}{2}\left(e^{v}-e^{-v}\right), \cosh v=\frac{1}{2}\left(e^{v}+e^{-v}\right)$, we have

$$
\begin{aligned}
& d \sinh v=\cosh v d v \\
& d \cosh v=\sinh v d v
\end{aligned}
$$

whence may be deduced

$$
\begin{aligned}
& d \sinh ^{-1} \frac{v}{a}=\frac{d v}{\sqrt{v^{2}+a^{2}}}, \\
& d \cosh ^{-1} \frac{v}{a}=\frac{d v}{\sqrt{v^{2}-a^{2}}}, \\
& d \tanh ^{-1} \frac{v}{a}=\frac{a d v}{a^{2}-v^{2}}, \quad v|<| a, \\
& d \operatorname{coth}^{-1} \frac{v}{a}=\frac{a d v}{a^{2}-v^{2}}, \quad v|>| a .
\end{aligned}
$$

## Examples.

1. $y=\log \cosh x, \quad d y / d x=\tanh x$
2. $y=\sec ^{-1} \frac{x}{a}+\cosh ^{-1} \frac{x}{a}, \quad d y=\frac{d x}{x} \sqrt{\frac{x+a}{x-a}}$.
3. $y=x \sqrt{a^{2}+x^{2}}+a^{2} \sinh ^{-1}(x / a), \quad d y / d x=2 \sqrt{a^{2}+x^{2}}$.
4. Show that $\sinh ^{-1} \frac{x}{a}=\log \left(\frac{x+\sqrt{x^{2}+a^{2}}}{a}\right)$,

$$
\tanh ^{-1} \frac{x}{a}=\frac{1}{2} \log \left(\frac{a+x}{a-x}\right) .
$$

[Let $\sinh ^{-1} x / a=z$ and $e^{z}=u$. Then $x / a=\sinh z=\frac{1}{2}\left(u-u^{-1}\right)$. Solve for $u$ in terms of $x$.]
5. Gudermannian. If $x=\log \tan \left(\frac{1}{4} \pi+\frac{1}{2} \theta\right)$, or $\log (\sec \theta+\tan \theta)$, $\theta$ is called the gudermannian of $x(\operatorname{gd} x)$ and $x$ is $\mathrm{gd}^{-1} \theta . *$ Prove that

$$
\begin{aligned}
& d \operatorname{gd} x=\operatorname{sech} x d x \\
& d \operatorname{gd}^{-1} x=\sec x d x
\end{aligned}
$$

[Differentiate, $\quad \operatorname{gd} x=2 \tan ^{-1} e^{x}-\frac{1}{2} \pi$, and

$$
\left.\operatorname{gd}^{-1} x=\log (\sec x+\tan x) .\right]
$$

6. If $x=\log (\sec \theta+\tan \theta)$, prove that $\cosh x=\sec \theta, \quad \sinh x=\tan \theta, \quad \tanh x=\sin \theta$.

* The inverse gudermannian $\mathrm{gd}^{-1} \theta$ is also written $\lambda(\theta)$, i.e., $\lambda(\theta)=\log \tan \left(\frac{1}{4} \pi+\frac{1}{2} \theta\right)=\log (\sec \theta+\tan \theta)$.


## CHAPTER IX.

## DIFFERENTIALS AS INFINITESIMALS.

42. Let $y$ be a function of $x, d x$ an increment of $x$, and suppose $y$ and its derivative to be continuous from $x$ to $x+d x$. Let $\Delta y, d y$, be the increment and differential of $y$ corresponding to $d x$. Let $d x$ become smaller and smaller and $\therefore 0$, then $\Delta y$ and (in general) $d y$ are also infinitesimals. Since
$£ \frac{\Delta y}{d x}=\frac{d y}{d x}, \quad \therefore \frac{\Delta y}{d x}=\frac{d y}{d x}+i, \quad$ (§ 8) where $i$ is infinitesimal. Hence

$$
\begin{equation*}
\Delta y=d y+I \tag{1}
\end{equation*}
$$



Fig. 22.
where $I$ is an infinitesimal of an order higher than that of $d x$ and $d y$.

If $d y \neq 0, I / d y \doteq 0$, and $I$ becomes a very small part of $d y$. Hence $d y$, when very small, is a close approximation to $\Delta y$. In reality (1) implies that $d y$ is what remains of $\Delta y$ when the higher infinitesimals are omitted; in other words, if higher infinitesimals are left out of account $d y$ may be used as if it were the increment of $y$ corresponding to the increment $d x$ of $x$.

If $y=f(x)$, (1) may be written

$$
\begin{equation*}
f(x+d x)-f(x)=f^{\prime}(x) d x+I \tag{2}
\end{equation*}
$$

where $I / d x \doteq 0$, and hence $I$ is a very small part of $d x$ when $d x$ is very small.
43. Differentiation by the omission of the higher infinitesimals is much used in the practical applications of the subject, and may be illustrated by the following examples. It must be remembered that $d x$ is now regarded as infinitesimal, and that the higher infinitesimals are not omitted because they are of trifling numerical value, but because they do not affect the final limit expressed by $d y / d x$. (See § 17.) The result is in no sense an approximation.

$$
\text { Ex. 1. If } \begin{aligned}
y=x^{n}, \Delta y & =(x+d x)^{n}-x^{n} \\
& =x^{n}+n x^{n-1} d x+\ldots-x^{n}=n x^{n-1} d x+\ldots,
\end{aligned}
$$

the terms indicated by ... being higher infinitesimals. When these terms are omitted $\Delta$ changes into $d$.

$$
\therefore d\left(x^{n}\right)=n x^{n-1} d x .
$$

2. $y=e^{x}, \Delta y=e^{x+d x}-e^{x}=e^{x}\left(e^{d x}-1\right)=e^{x}(1+d x+\ldots-1)$.

$$
\therefore d y=e^{x} d x
$$

3. $y=\sin x, \quad \Delta y=\sin (x+d x)-\sin x$

$$
=\sin x \cos d x+\cos x \sin d x-\sin x
$$

But $\cos d x=1+I_{1}, \sin d x=d x+I_{2}$, (§ 16).

$$
\therefore d y=\cos x d x
$$

4. To find the differential of the area $A$, Fig. 23.


Fig. 23.


Fig. 24.

For the increment $d x$ of $x$ the increment $d A$ of the area $=P M N Q$ $=P N+P R Q . \quad P N=y d x$, and $P R Q$ is a part of $R S$, which $=d x \Delta y$ and is $\therefore$ a higher infinitesimal.

$$
\therefore d A=y d x
$$

For example, for the curve $y=x^{2}$, Fig. 24, $d A=x^{2} d x$, hence the relation connecting $A$ and $x$ is in this case $A=\frac{1}{3} x^{3}$.
5. Barometric measurement of heights. Let $w_{0}$ be the weight of a cubic inch of air at pressure $p_{0}$. Then the weight of a cubic inch at pressure $p$ is (Boyle's law) $w_{0} p / p_{0}$, if the temperature is the same as before. Of a column of air of uniform temperature and one square inch in horizontal section consider the portion between sections at distances $x, x+d x$ from the top, and let $p$, $p+\Delta p$ be the pressures at top and bottom of this portion. Then $\Delta p$ is the weight of this portion, $d x$ its volume, its a verage pressure $>p$ and $<p+\Delta p$ and is therefore $p+i$, where $i$ is infinitesimal. Hence

$$
\Delta p=\frac{w_{0}(p+i)}{p_{0}} d x, \quad \therefore d p=\frac{w_{0}}{p_{0}} p d x, \quad \text { or } \quad d x=\frac{p_{0}}{w_{0}} \frac{d p}{p} .
$$

This shows that the relation connecting $x$ and $p$ is

$$
\begin{equation*}
x=\frac{p_{0}}{w_{0}} \log p+c, \tag{1}
\end{equation*}
$$

where $c$ is a constant. Let the pressures at top and bottom of the whole column be $P_{1}, P_{2}$, and $h$ the total depth. Then $p=P_{1}$ when $x=0$, and $p=P_{2}$ when $x=h$. Substituting in (1) and subtracting,

$$
h=\frac{p_{0}}{w_{0}}\left(\log P_{2}-\log P_{1}\right)=\frac{p_{0}}{w_{0}} \log \left(\frac{P_{2}}{P_{1}}\right) .
$$

The values of the constants $p_{0}$ and $w_{0}$ are to be supplied from experiment.

## M scellaneous Examples.

1. $x^{y}=y^{x}$, show that $\frac{d y}{d x}=\frac{y^{2}(1-\log x)}{x^{2}(1-\log y)}$.
2. If $x=e^{\frac{x-y}{y}}, d y / d x=\log x /(1+\log x)^{2}$.
3. $d\left[\log \sqrt[4]{\frac{x-1}{x+1}}-\frac{1}{2} \tan ^{-1} x\right]=\frac{d x}{x^{4}-1}$.
4. $d \cos ^{-1}\left(\frac{b+a \cos x}{a+b \cos x}\right)=\frac{\sqrt{a^{2}-b^{2}} d x}{a+b \cos x}$.
5. Find the derivative of $x$ with respect to $\tan x$.

$$
\text { Ans. } \cos ^{2} x
$$

6. Find the derivative of $\sin ^{-1} x$ with respect to $\sqrt{1-x^{2}}$.

Ans. $-x^{-1}$.
7. Differentiate $\tan x$ directly.*
8. Differentiate $\tan ^{-1} x$ directly. $\dagger$
9. If $f(x)=\log \left(\frac{1-x}{1+x}\right)$, show that $f(x)+f(y)=f\left(\frac{x+y}{1+x y}\right)$.
10. If $(x-a)^{n}$ is a factor of $f(x)$, show that $(x-a)^{n-1}$ is a factor of $f^{\prime}(x)$. [Assume $f(x)=(x-a)^{n} F(x)$ ].

Hence explain a method of finding the equal roots of an algebraical equation.
11. If $f(x)$ contains a factor $(x-a)^{-1}$ which causes it to be infinite when $x \doteq a$, show that $f^{\prime}(x)$ is also infinite.
12. A function $f(x)$ is said to be an even function of its variable $x$ if $(f-x)=f(x)$, and an odd function if $f(-x)=-f(x)$. What are the geometrical peculiarities of the graphs of such functions?

Show that the following are even functions:

$$
\cos x, \quad x \sin x, \quad\left(e^{x}-e^{-x}\right) / x, \quad x /\left(e^{x}-1\right)+\frac{1}{2} x
$$

Show that the following are odd functions:

$$
x^{3} \sec x, \quad \tanh x, \quad \log (\sec x+\tan x)
$$

13. Show that $\cosh ^{-1} x$ and sech ${ }^{-1} x$ are double-valued functions.

$$
\begin{aligned}
& * \tan A-\tan B=\sin (A-B) / \cos A \cos B . \\
& \dagger \tan ^{-1} m-\tan ^{-1} n=\tan ^{-1}(m-n) /(1+m n)
\end{aligned}
$$

## CHAPTER X.

## FUNCTIONS OF MORE THAN ONE VARIABLE.

44. Such functions may be differentiated by the formulæ already given.

Ex. 1. $u=\left(x+y^{2}\right)^{3}$. Here $u$ is to be regarded as a function of $x$ and $y$, both of which are assumed to have differentials. We have

$$
\begin{gathered}
d u=3\left(x+y^{2}\right)^{2} d\left(x+y^{2}\right)=3\left(x+y^{2}\right)^{2}(d x+2 y d y) \\
\therefore d u=3\left(x+y^{2}\right)^{2} d x+6 y\left(x+y^{2}\right)^{2} d y
\end{gathered}
$$

2. $u=\sin ^{-1}\left(\frac{x}{y}\right), \quad d u=\frac{d\left(\frac{x}{y}\right)}{\sqrt{1-\left(\frac{x}{y}\right)^{2}}}$

$$
=\frac{y d x-x d y}{y \sqrt{y^{2}-x^{2}}}=\frac{d x}{\sqrt{y^{2}-x^{2}}}-\frac{x d y}{y \sqrt{y^{2}-x^{2}}} .
$$

45. Partial differentials and derivatives. It will be observed in these examples that the first term of the result is what we should have obtained if we had differentiated $u$ on the supposition that $x$ alone varied, $y$ being regarded as a constant; let this be written $d_{x} u$. The second term is what we should have obtained if we had differentiated on the supposition that $y$ alone varied, and this we call $d_{y} u$. Hence in these examples

$$
d u=d_{x} u+d_{y} u
$$

The same thing is true for all continuous functions of two variables. For, if we differentiate by the ordinary methods, we shall in every case get a result which may be written

$$
d u=M d x+N d y,
$$

where $M$ and $N$ may contain $x$ and $y$, but not $d x$ or $d y$. If $d y=0$, the right-hand side reduces to $M d x$, which is therefore $d_{x} u$, the differential of $u$ on the supposition that $y$ is constant (i.e., $d y=0$ ) while $x$ varies. Similarly $N d y$ is $d_{y} u$, the differential of $u$ on the supposition that $y$ alone varies.

$$
\begin{equation*}
\therefore d u=d_{x} u+d_{y} u . \tag{1}
\end{equation*}
$$

The differentials $d_{x} u, d_{y} u$ are called partial differentials of $u$ with regard to $x$ or $y, d u$ being called the total differential of $u$. The total differential is therefore equal to the sum of the partial differentials.

Similarly if $u$ is a function of three variables $x, y, z$,

$$
\begin{equation*}
d u=d_{x} u+d_{y} u+d_{z} u \tag{2}
\end{equation*}
$$

It should be noticed that formulæ $(\mathrm{C}),\left(\mathrm{C}_{1}\right),(\mathrm{D}),\left(\mathrm{G}_{2}\right)$ are particular cases of functions of two or more variables.

The reşult (1) may be put into the form

$$
\begin{equation*}
d u=\frac{d_{x} u}{d x} d x+\frac{d_{y} u}{d y} d y \tag{3}
\end{equation*}
$$

which brings out clearly the fact that the coefficients of $d x$ and $d y$ are the partial derivatives of $u$, which are equal to the partial differential quotients. The subscripts are usually omitted, (3) becoming

$$
\begin{equation*}
d u=\frac{d u}{d x} d x+\frac{d u}{d y} d y \tag{4}
\end{equation*}
$$

The symbol $\partial$ is frequently employed to express partial differential quotients or derivatives, (4) being written *

$$
\begin{equation*}
d u=\frac{\partial u}{\partial x} d x+\frac{\partial u}{\partial y} d y \tag{5}
\end{equation*}
$$

Ex. 1. $u=\sin \left(x^{2}+x y\right)$. Differentiating, first regarding $x$ only as variable, and afterwards regarding $y$ as the variable,

$$
\partial u / \partial x=\cos \left(x^{2}+x y\right) \cdot(2 x+y), \quad \partial u / \partial y=\cos \left(x^{2}+x y\right) x
$$

2. $u=x^{3}+y^{3}+z^{3}-3 x y z$,

$$
\partial u / \partial x=3\left(x^{2}-y z\right), \quad \partial u / \partial y=3\left(y^{2}-z x\right), \quad \partial u / \partial z=3\left(z^{2}-x y\right) .
$$

46. If $u=f(x, y), d x$ and $d y$, being differentials of the variables, are increments of $x$ and $y$. If $d x$ and $d y$ are taken as infinitesimal increments, $d u$ is not the same as $\Delta u$, the infinitesimal increment of the function. Since it may be obtained by the ordinary rules of differentiating, $d u$ is $\Delta u$ when the higher infinitesimals are omitted (§42), or

$$
\Delta u=d u+I
$$

Hence when $d x$ and $d y$ are very small $d u$ is a close approximation to $\Delta u$.

## Examples.

1. $u=\sin \left(x^{2}-y^{2}\right), \quad d x u=2 x \cos \left(x^{2}-y^{2}\right) d x$,

$$
d_{y} u=-2 y \cos \left(x^{2}-y^{2}\right) d y
$$

2. $u=(x-y) /(x+y), \quad d u=2(y d x-x d y) /(x+y)^{2}$.
3. $u=\left(a x^{2}+b y^{2}+c z^{2}\right)^{n}$,

$$
d u=2 n u^{\frac{n-1}{n}}(a x d x+b y d y+c z d z)
$$

4. If $\tan \theta=y / x, \quad\left(x^{2}+y^{2}\right) d \theta=x d y-y d x$.
5. $u=x^{y}, d_{x} u=y x^{y-1} d x, d_{y} u=(\log x) x^{y} d y$.

$$
\therefore d u=y x^{y-1} d x+(\log x) x^{y} d y, \text { as in }\left(\mathrm{G}_{2}\right)
$$

6. $u=\log \left(e^{x}+e^{y}\right), \partial u / \partial x+\partial u / \partial y=1$.
7. $u=\tan ^{-1}(x / y), \partial u / \partial x=y /\left(x^{2}+y^{2}\right), \partial u / \partial y=-x /\left(x^{2}+y^{2}\right)$.
8. $u=\log (\tan x+\tan y), \sin 2 x \frac{\partial u}{\partial x}+\sin 2 y \frac{\partial u}{\partial y}=2$.
9. $u=\log _{y} x, u x \partial u / \partial x+y \partial u / \partial y=0$.
[Note. $\left.\log _{y} x=\log x / \log _{c} y_{\text {.] }}\right]$
10. Given $x=r \cos \theta, y=r \sin \theta$, show that

$$
\begin{gathered}
d x^{2}+d y^{3}=d r^{2}+r^{2} d \theta^{2} \\
x d y-y d x=r^{2} d \theta
\end{gathered}
$$

11. (1) If a function $u$ consists of terms such as $a x^{p} y^{q}$, and $p+q$ is the same number $n$ in each of the terms, $u$ is said to be homogeneous and of the degree $n$. Show that for such a function *

$$
x_{\partial x} \frac{\partial u}{\partial x}+y \frac{\partial u}{\partial y}=n u .
$$

(2) If $u=f(v)$ and $v$ is homogeneous as defined, show that

$$
x \frac{\partial u}{\partial x}+y \frac{\partial u}{\partial y}=n v f^{\prime}(v) .
$$

These propositions may obviously be extended to functions of three or more variables. Verify in the case of Exs. 1 and 3.
47. Tangent and normal. Let $f(x, y)=c$ ( constant) be the equation of a curve. The first member of the equation is a function of $x$ and $y$; calling it $u$ and differentiating the equation we have, by $\S 45$ (5),

$$
\begin{equation*}
\frac{\partial u}{\partial x} d x+\frac{\partial u}{\partial y} d y=0 \tag{1}
\end{equation*}
$$

whence $d y / d x$, the slope of the tangent at $(x, y)$, is $-\frac{\partial u}{\partial x} / \frac{\partial u}{\partial y}$. Let $\left(x_{1}, y_{1}\right)$ be the point of contact of a tangent to the curve, $(x, y)$ any other point on the tangent. Then $x-x_{1}$ and $y-y_{1}$ are proportional to $d x$ and $d y$. Hence, from (1),

$$
\begin{equation*}
\left(\frac{\partial u}{\partial x}\right)_{1}\left(x-x_{1}\right)+\left(\frac{\partial u}{\partial y}\right)_{1}\left(y-y_{1}\right)=0 \tag{2}
\end{equation*}
$$

is the equation of the tangent, and

$$
\begin{equation*}
\frac{x-x_{1}}{\left(\frac{\partial u}{\partial x}\right)_{1}}=\frac{y-y_{1}}{\left(\frac{\partial u}{\partial y}\right)_{1}} \tag{3}
\end{equation*}
$$

the equation of the normal, at $\left(x_{1}, y_{1}\right)$. These equations are often more convenient than those of $\S 33$.

[^8]Ex. Find the equations of the tangent and normal at the point ( $a, a$ ) on the curve

$$
\begin{gathered}
x^{3}+y^{3}-2 a x y=0 \\
\partial u / \partial x=3 x^{2}-2 a y=3 a^{2}-2 a^{2}=a^{2} \text { for } \quad(a, a) . \\
\partial u / \partial y=3 y^{2}-2 a x=3 a^{2}-2 a^{2}=a^{2} \text { for }(a, a) .
\end{gathered}
$$

$\therefore$ the tangent is $a^{2}(x-a)+a^{2}(y-a)=0$, or $\quad x+y=2 a$, and the normal is $\frac{x-a}{a^{2}}=\frac{y-a}{a^{2}}$, or $x=y$.
48. Centre of a conic. Let the general equation of a conic be

$$
a x^{2}+2 h x y+b y^{2}+2 g x+2 f y+c=0
$$

or $u=0$. When referred to parallel axes through the point $\left(x_{1}, y_{1}\right)$ the terms of the first degree are

$$
\begin{gathered}
2\left(a x_{1}+h y_{1}+g\right) x+2\left(h x_{1}+b y_{1}+f\right) y \\
\left(\frac{\partial u}{\partial x}\right)_{1} x+\left(\frac{\partial u}{\partial y}\right)_{1} y
\end{gathered}
$$

The new origin is therefore the centre if $\left(\frac{\partial u}{\partial x}\right)_{1}=0$ and $\left(\frac{\partial u}{\partial y}\right)_{1}=0$. Hence the centre of the conic is the intersection of $\partial u / \partial x=0$ and $\partial u / \partial y=0$. If the coördinates of the point thus found satisfy the given equation, the centre is on the conic, which therefore consists of a pair of straight lines.

## Examples.

1. Find the equation of the tangent at any point of the curve $(x / a)^{m}+(y / b)^{m}=2$, and show that $x / a+y / b=2$ is the tangent at the point $(a, b)$.
2. Show that the length of the perpendicular from the origin on the tangent at $(x, y)$ to the curve $u=c$ is

$$
\left(x \frac{\partial u}{\partial x}+y \frac{\partial u}{\partial y}\right) / \sqrt{\binom{\partial u}{\partial x}^{2}+\left(\frac{\partial u}{\partial y}\right)^{2}} .
$$

3. In the case of the curve $x^{3}+y^{3}=a^{3}$, Fig. 18, show that this perpendicular $=\sqrt[3]{a x y}$.
4. In the case of the parabola $(x / a)^{\frac{1}{2}}+(y / b)^{\frac{1}{2}}=1$, show that this perpendicular $=\left[a b x y /(a x+b y]^{\frac{1}{2}}\right.$.
5. Find the centres of the conics
(1) $x^{2}-4 x y-2 y^{2}+6 y=2$,
(2) $18 x^{2}-8 x y+3 y^{2}+8 x-6 y-5=0$. Ans. (1, $\frac{1}{2}$ ).
6. Show that $3 x^{2}+5 x y-2 y^{2}-x+5 y=2$ represents a pair of straight lines.

## CHAPTER XI.

## SMALL DIFFERENCES

49. When the differentials of the variables of a function are small increments, the differential of the function is a close approximation to the increment of the function ( $\$ \S 42$, 46).

## Examples.

1. Given $\sin 30^{\circ}=\frac{1}{2}, \cos 30^{\circ}=\frac{1}{2} \sqrt{3}$, find $\sin 30^{\circ} 1^{\prime}$.

Here the angle increases by a small amount and it is required to find the small increment in the sine.

We have $d \sin \theta=\cos \theta d \theta ; \cos \theta=\frac{1}{2} \sqrt{3}, d \theta=60 / 206265 \mathrm{rdn}$., $\therefore d \sin \theta={ }^{\circ} 0002519, \therefore \sin 30^{\circ} 1^{\prime}={ }^{\circ} 5002519$, which is correct to the last decimal place.
2. How much must be added to $\log _{10} \sin 30^{\circ}$ to get $\log _{10} \sin 30^{\circ} 1^{\prime}$ ?

We have $d \log \sin \theta=\cos \theta d \theta / \sin \theta={ }^{\circ} 0005038$, which is the increase of the Napierian log. ; the increase of the common log. is obtained by multiplying by the modulus.

$$
\therefore \cdot 0005038 \times \cdot 4342945=\cdot 0002188
$$

is the required increment.
The difference columns in the mathematical tables are found or verified in this way.
3. The radius of a right circular cone is 3 inches and the height is 4 inches; if the radius were ${ }^{\circ} 006 \mathrm{in}$. more, and the height 003 in . less, what would be the change in the volume?

The volume $v=\frac{1}{3} \pi r^{2} h, \therefore d v=\frac{1}{3} \pi\left(2 r h d r+r^{2} d h\right)$

$$
=\frac{1}{3} \pi\left(2 \times 3 \times 4 \times \cdot 006-3^{2} \times \cdot 003\right)=\cdot 1225 \text { cub. in. }
$$

4. Assuming that the radius of an iron ball increases by 000011 of its original length for each degree of temperature, what will
be the increase in volume of an iron ball of 8 in . radius when the temperature is raised 25 degrees?

The volume $v=\frac{5}{3} \pi r^{3}, \quad \therefore d v=4 \pi r^{2} d r$

$$
=4 \pi \times 8^{2} \times 25 \times 000011 \times 8=1.77 \text { cub. in. }
$$

5. In a certain triangle, $b=445, c=606, A=62^{\circ} 51^{\prime} 33^{\prime \prime}$, whence $a$ is calculated and found to be 565 ; it is then noticed that $A$ should have been $62^{\circ} 53^{\prime} 31^{\prime \prime}$; what is the correction to $a$ ?

The change in $A$ is $1^{\prime} 58^{\prime \prime}=118^{\prime \prime}=118 / 206265 \mathrm{rdn}$.
Also, $a^{2}=b^{2}+c^{2}-2 b c \cos A$; differentiating this, supposing $b$ and $c$ constant, we have

$$
\begin{gathered}
2 a d a=2 b c \sin A d A, \quad \therefore d a=b c \sin A d A / a \\
=445 \times 606 \times \sin 62^{\circ} 51^{\prime} 33^{\prime \prime} \times 118 / 206265 \times 565=-243 .
\end{gathered}
$$

An approximate value of $\sin A$ is sufficient in this place.
6. Given $\log _{e} 900=6 \cdot 8024$, find $\log _{e} 901$.

Increase of $\log x=d x / x=1 / 900$.
7. Given $\log _{10} 1000=3$, find $\log _{10} 1002$.

Ans. 6. 8035.
8. Find $\tan 45^{\circ} 1^{\prime}$. Ans. 3. 00087.
9. On account of the rotation of the earth the correction to the weight $w$ of a body is $-w \cos ^{2} \lambda / 289$, where $\lambda$ is the latitude. What is the change in this correction for one mile north of latitude $45^{\circ} \mathrm{N}$.? the radius of the earth being assumed to be 4000 miles. Ans. $w /(289 \times 4000)$.
10. Find the relation connecting small differences of $t$ and $\delta$ in the equation

$$
\sin h=\sin \phi \sin \partial+\cos \phi \cos \partial \cos t,
$$

$\phi$ and $h$ being constant.
Differentiating and arranging the terms, we get

$$
d t=\left(\frac{\tan \phi}{\sin t}-\frac{\tan \delta}{\tan t}\right) d \delta .
$$

This is the "Equation of Equal Altitudes" in astronomy.
11. Find the relation connecting small differences of $\delta$ and $A$ in the equation
$\sin \delta=\sin \phi \sin h-\cos \phi \cos h \cos A$, $\phi$ and $h$ being constant.

$$
\text { Ans. } d A=\cos \partial d \partial /(\cos \phi \cos h \sin A) .
$$

12. In any plane triangle
(1) $d a=\cos C d b+\cos B d c+b \sin C d A$,
(2) $\frac{d a}{a}-\frac{d b}{b}=\frac{d A}{\tan A}-\frac{d B}{\tan B}$.
13. The sides $a$ and $b$ of a right-angled triangle $A B C\left(C=90^{\circ}\right)$ receive small corrections $d a$ and $d b$; what is the change in the perpendicular $p$ from the right angle on the hypothenuse?

$$
\text { Ans. } \frac{d p}{p^{3}}=\frac{d a}{a^{3}}+\frac{d b}{b^{3}}, \quad \text { or } \quad d p=\cos ^{3} A d A+\cos ^{3} B d b
$$

50. Solution of equations by approximation. If $a$ is a value of $x$, and $h$ a small increment of $x$, then, $\S 42(2)$,

$$
f(a+h)-f(a)=f^{\prime}(a) h, \text { nearly. }
$$

Let $f(x)=0$ be an equation, $a$ a quantity which is known (by trial or otherwise) to be an approximate value of a root of the equation, $a+h$ to be that root, where $h$ is small compared with $a$. Then $f(a+h)=0 . \quad \therefore h=-f(a) / f^{\prime}(a)$, nearly. Hence if $a$ be a first approximation to the root,

$$
\begin{equation*}
a-\frac{f(a)}{f^{\prime}(a)} \tag{1}
\end{equation*}
$$

will be a nearer approximation. If this new value be substituted for $a$ in (1), a nearer approximation still will be obtained, and with this a closer approximation, and so on.


Fig. 25.
If Fig. 25 is the graph of $f(x)$, the roots of the equation $f(x)=0$ are the intercepts of the curve on the $x$-axis. If $O A$ is the true value of a root and $O B$ the assumed value, the first corrected value is $O C$. For, if $O B=a, f(a)=B E$,
$f^{\prime}(a)=\tan B C E, \therefore f(a) / f^{\prime}(a)=C B$. If $O C$ is next assumed, the second corrected value is $O D$.

## Examples.

1. $x^{3}-4 x-2=0$. Here $f(x)=x^{3}-4 x-2$, and $f^{\prime}(x)=3 x^{2}-4$. Since $f(2)=-2$, and $f(3)=13$, there is a root of the equation lying between 2 and 3 . Let us then assume 2 as the first approximation. Then

$$
2-\frac{f(2)}{f^{\prime}(2)}=2-\frac{-2}{8}=2 \cdot 25
$$

is a second approximation. Again,

$$
2 \cdot 25-\frac{f(2 \cdot 25)}{f^{\prime}(2 \cdot 25)}=2 \cdot 25-\cdot 035=2 \cdot 215
$$

a third approximation.
Since $f(0)=-2$, and $f(-1)=1$, there is a root lying between 0 and -1 . Assume it to be -5 . Then the next approximation is -538 . Again, taking -54 as this second approximation we find the next to be -5392 .

Similarly $x=-1 \cdot 676$ is the third root.
2. $x^{3}+2 x-13=0$.
3. $x^{3}-x^{2}-2=0$.
4. $x^{5}=34$.
5. $x^{5}-12 x=200$.
6. $e^{x}\left(1+x^{2}\right)=40$.
7. $x^{x}=5$.
8. $x^{4}-12 x^{2}+12 x-3=0$.

Ans. 2•069. 1. 696 .
2. 024.
2.982.
2. 046.
2. 129.
2.858, -3.907

## CHAPTER XII.

## MULTIPLE POINTS.

51. Tangents at the origin. Let it be required to find the line which touches the curve $x^{3}+y^{3}=3 a x y$, Fig. 28, at the origin.

Differentiating the equation we obtain

$$
d y / d x=-\left(x^{2}-a y\right) /\left(y^{2}-a x\right),
$$

which for the point $(0,0)$ assumes the form $0 / 0$. The difficulty here met with is avoided by the method now to be explained.
52. If a curve passes through the origin, its equation can contain ro constant term; let it be $a_{1} x+b_{1} y+a_{2} x^{2}+b_{2} x y+c_{2} y^{2}+\ldots=0$. For $x$ and $y$ substitute $r \cos \theta$ and $r \sin \theta$, where $r$ is the length of a straight line drawn from the origin to the point $(x, y)$ on the curve, and $\theta$ is the angle which this line makes with the $x$-axis. The equation becomes

$$
r\left(a_{1} \cos \theta+b_{1} \sin \theta\right)+r^{2}\left(a_{2} \cos ^{2} \theta+\ldots\right)+\ldots=0 .
$$

One root is $r=0$, which implies that the curve passes through the origin; the remaining roots are given by the equation

$$
a_{1} \cos \theta+b_{1} \sin \theta+r\left(a_{2} \cos ^{2} \theta+\ldots\right)+\ldots=0
$$

Another root will $\doteq 0$ if $a_{1} \cos 0+b_{1} \sin 0 \doteq 0$. Hence if the tangent at the origin makes an angle $\phi$ with the $x$-axis, $\phi$ is given by the equation

$$
\begin{equation*}
a_{1} \cos \phi+b_{1} \sin \phi=0 \tag{1}
\end{equation*}
$$

If $(x, y)$ is a point on the tangent at a distance $t$ from the origin, $\cos \phi=x / t$ and $\sin \phi=y / t$. Substituting in (1) we have $a_{1} x+b_{1} y=0$ for the equation of the tangent at the origin, i.e., the terms of the first degree in the given equation, equated to zero, represent the tangent at the origin.

If there are no terms of the first degree, it may be shown in the same way that $a_{2} x^{2}+b_{2} x y+c_{2} y^{2}=0$ is the equation of a pair of tangents at the origin; and generally, when the origin is a point on the curve, the terms of the lowest degree, equated to zero, represent the tangents at the origin.
53. Multiple points. A point at which there are two or more tangents (i.e., where two or more branches of a curve intersect) is called a multiple point; it is called a double point, a triple point, etc., according as two, three, etc., branches intersect at the point.

When the equation $a_{2} x^{2}+b_{2} x y+c_{2} y^{2}=0$ represents a pair of distinct lines the point is called a node (Figs. 27, 28).

When the lines are coincident the two branches of the curve touch one another and the tangent may be considered as a double tangent. Such a point is called a cusp, which is said to be of the first or second species according as the two branches of the curve lie on opposite sides (Figs. 29, 30) or on the same side (Fig. 31) of their common tangent; and to be double or single according as the branches lie on both sides (Fig. 34) or on one side only (Fig. 29) of their common normal. A cusp is also called a stationary point; for, considering the curve as the path of a moving point, at a cusp the point must come to rest and reverse its motion.

When the lines are imaginary the point is called a conjugate point. The coördinates of such a point satisfy the
equation of the curve, but the point is isolated from the rest of the locus which the equation represents.

## Examples.

1. The lemniscate * $a^{2}\left(y^{2}-x^{2}\right)+\left(y^{2}+x^{2}\right)^{2}=0$, Fig. 27.

The origin is a node at which the tangents are $y^{2}-x^{2}=0$, i.e., $y=x$ and $y=-x$.


Fig. 27.


Fig. 28.
2. The folium $\dagger x^{3}+y^{3}=3 a x y$, Fig. 28.

The origin is a node, the tangents being given by $x y=0$, i.e., $x=0, y=0$, the axes.
3. The semi-cubical parabola $a y^{2}=x^{3}$, Fig. 29.

The origin is a cusp, the tangents being given by $y^{2}=0$, i.e., two lines coinciding with the axis of $x$. Moreover, the curve is symmetrical with regard to the axis of $x$, and $y$ is impossible if $x$ is negative; hence the cusp is single and of the first species.
4. In the curve $(y-x)^{2}=x^{3}$, Fig. 30, the origin is a cusp at which the tangent is $y=x$; also, since $y=x \pm x^{\frac{3}{2}}, y>x$ on one branch and $<x$ on the other, hence the cusp is of the first species.

* The curve is most easily plotted from its polar equation

$$
r^{2}=a^{2} \cos 2 \theta .
$$

$\dagger$ This curve may be plotted as follows: Let $y=m x$ in the equation. Then $\quad x=3 a m /\left(1+m^{3}\right)$ and $y=m x$ or $3 \mathrm{am}^{2} /\left(1+m^{3}\right)$. Thus $x$ and $y$ are expressed in terms of a third variable, and by giving arbitrary values to $m$ the ccördinates of any number of points on the curve may be calculated. The same substitution may be employed in other cases (e.g., Figs. 36, 37, 38) in which the equation contains icrms of two degrees only. It should be noticed that $m$ is the slope of the line drawn from the origin to the point $(x, y)$ on the curve.
5. In the curve $\left(y-x^{2}\right)^{2}=x^{5}$, or $y=x^{2}(1 \pm \sqrt{x})$, Fig. 31, the origin is a cusp, the tangent at which is $y=0$; also, $y$ is + on both branches until $x=1$, and $\therefore$ the cusp is of the second species.


Fig. 29.


Fig. 30.


Fig. 31.
6. In the curve $y^{2}=x^{2}(2 x+1)$, Fig. 32, the origin is a node at which the tangents are $y= \pm x$. But in the curve $y^{2}=x^{2}(2 x-1)$, Fig. 33, the tangents are $y^{2}=-x^{2}$, and are $\therefore$ imaginary, and hence the origin is a conjugate point.


Fig. 32.


Fig. 33.


Fig. 34.


Fig. 35.

7 There are certain cases in which the origin is a conjugate point even when the terms of the second degree are a perfect square. Thus, in the curves $y^{2}=x^{4}(2 x+1)$, Fig. 34, and $y^{2}=x^{4}(2 x-1)$, Fig. 35, the origin is a double point and the tangents are given by $y^{2}=0$; in the first curve the origin is a double cusp, in the second a conjugate point, since $y$ is imaginary for any value of $x$ less than $\frac{1}{2}$.
8. The curve $a y^{3}-3 a x^{2} y=x^{4}$, Fig. 36 .

The origin is a triple point at which the tangents are $a y^{3}-3 a x^{2} y=0$; i.e., $y=0, y= \pm x \sqrt{ } 3$.
9. In the curve $a y^{4}-a x^{2} y^{2}=x^{5}$, Fig. 37, the origin is a quadruple point, at which the tangents are $y=0, y=0, y= \pm x$.
10. $(x-y)^{2}=(x-1)^{5}$. The point $(1,1)$ is a cusp, for the equation referred to parallel axes through $(1,1)$ is $(x-y)^{2}=x^{5}$.
11. Find the tangents to the following curves at the origin:
(1) $\left(a^{2}+x^{2}\right) y^{2}=\left(a^{2}-x^{2}\right) x^{2}$.
(2) $a^{2} y(x+y)=x^{4}$.
(3) $x(y-x)^{2}=y^{4}$.
(4) $a(y-x)\left(y^{2}+x^{2}\right)+x^{4}=0$.
(5) $y^{3}(y-x)=a\left(y^{3}+x^{3}\right)$.
(6) $(x-a) y=x(x-2 a)$.
(7) $y^{2}=(x-1) x^{2}$.


Fig. 36.

Ans. $y= \pm x$.
$y=0, x+y=0$.
$x=0, y=x, y=x$.
$y=x$.
$x+y=0$.
$y=2 x$.
Imaginary.


Fig. 37.
12. Show that the origin is a single cusp of the first species on the cissoid $y^{2}(a-x)=x^{3}$, Fig. 41.
13. Show that there is a node at the point (1,2), on the curve $(y-2)^{2}=(x-1)^{2} x$.
14. Show that the point $(2 a, 0)$ is a node on the curve $a y^{2}=$ $(x-a)(x-2 a)^{2}$.
15. Show that the point $(-a, 0)$ is a conjugate point on the curve $a y^{2}=x(a+x)^{2}$.
54. Let the equation of a curve, freed (if necessary) from fractions and radicals affecting the coördinates, be $f(x, y)=c$ or $u=c$. The tangent, $\S 47$ (2), when referred to parallel axes through the point of contact $\left(x_{1}, y_{1}\right)$ is

$$
\left(\frac{\partial u}{\partial x}\right)_{1} x+\left(\frac{\partial u}{\partial y}\right)_{1} y=0
$$

Hence if $\left(\frac{\partial u}{\partial x}\right)_{1}=0$ and $\left(\frac{\partial u}{\partial y}\right)_{1}=0$ the equation of the curve referred to the new axes will have no terms of the first degree. Conversely, points whose coördinates satisfy $\partial u / \partial x=0$ and $\partial u / \partial y=0$ as well as the given equation $u=c$ are multiple points of the curve.

Ex. 1. To examine the curve $(x-1)^{5}-(2 x-y)^{2}=0$ for multiple points.

$$
\begin{aligned}
& \partial u / \partial x=5(x-1)^{4}-4(2 x-y)=0, \\
& \partial u / \partial y=2(2 x-y)=0,
\end{aligned}
$$

whence $x=1, y=2$. These coördinates satisfy the given equation, hence ( 1,2 ) is a multiple point. Transforming to parallel axes through $(1,2)$ the equation becomes $x^{5}-(2 x-y)^{2}=0$, hence the point is a cusp at which the tangent is $2 x=y$.
2. Examine the curve $x^{3}-2 x^{2}+y^{2}-4 x+2 y+9=0$ for multiple points. Ans. A conjugate point at $(2,-1)$.

## CHAPTER XIII.

## ASYMPTOTES.

55. Definition. An asymptote of a curve is the limit of position of a secant when two of its points of intersection with the curve move away to an infinite distance, and hence also the limit of position of a tangent when the point of contact moves to an infinite distance.

## 56. Asymptotes by substitution.

Ex. 1. Of the curve $x^{3}+y^{3}=3 a x y$, Fig. 28, the line $y=m x+b$ is an asymptote if $m$ and $b$ are determined so that the line may meet the curve in two points infinitely distant. Substituting $m x+b$ for $y$ in the equation of the curve we have

$$
\begin{equation*}
\left(1+m^{3}\right) x^{3}+3\left(m^{2} b-a m\right) x^{2}+\ldots=0 \tag{1}
\end{equation*}
$$

the roots of which are the abscissas of the points of intersection of the line and the curve. Two of the roots become infinite * when $m$ and $b$ change so as to cause the coefficients of the two highest powers in (1) to $\doteq 0$. Hence the required values of $m$ and $b$ are obtained by solving the equations

$$
1+m^{3}=0, \quad m^{2} b-a m=0 .
$$

$\therefore m=-1$ and $b=-a$. Hence the asymptote is $y=-x-a$, or $x+y+a=0$. The result might have been obtained equally well by the substitution $x=m y+b$.

[^9]2. Find the asymptotes of the hyperbola $\frac{x^{2}}{a^{2}}-\frac{y^{2}}{b^{2}}=1$.
$$
\text { Ans. } y= \pm \frac{b}{a} x
$$
57. Asymptotes by expansion. The following definition of an asymptote gives a better idea of the relation of the line to the curve:

Def. When the distance (measured parallel to an axis) between a line and a curve is infinitesimal as both recede to an infinite distance, the line is said to be an asymptote to the curve. Such lines may be rectilinear or curvilinear. If the equation of a curve, when $y$ is expressed as a series of descending powers of $x$, take the form

$$
\begin{equation*}
y=a x+b+\frac{c}{x}+\frac{d}{x^{2}}+\ldots \tag{1}
\end{equation*}
$$

the line $y=a x+b$ will be a rectilinear asymptote. For the difference between the $y$ of the curve and the $y$ of the line is $c / x+d / x^{2}+\ldots$, which is infinitesimal when $x$ is infinite.

The line $y=a x+b$ is also the limit of a tangent of the curve (1). For the slope of the tangent $=d y / d x=a-c x^{-2}$ $-\ldots \doteq a$ for $x$ infinite, and the $y$-intercept of the tangent $=y-x d y / d x=b+2 c x^{-1}+\ldots \doteq b$.

The sign of the term $c / x$ in (1) will determine whether the curve lies above or below the asymptote when $x$ is very large.

If the equation take the form

$$
y=a x^{2}+b x+c+\frac{d}{x}+\frac{e}{x^{2}}+\ldots,
$$

there will be a curvilinear asymptote, viz., the parabola $y=a x^{2}+b x+c$.

Ex. 1. $y^{3}=x^{3}+3 a x^{2}$, Fig. 38 .
We have $y^{3}=x^{3}\left(1+\frac{3 a}{x}\right)$, or $y=x\left(1+\frac{3 a}{x}\right)^{\frac{1}{3}}$, which by the
binomial theorem (when $x|>| 3 a$ )

$$
=x\left(1+\frac{a}{x}-\frac{a^{2}}{x^{2}} \cdot \ldots\right), \quad \text { or } \quad y=x+a-\frac{a^{2}}{x}+\ldots ;
$$

$\therefore y=x+a$ is an asymptote. The curve lies below the asymptote when $x$ is a large positive number, and above it when $x$ is a large negative number.
2. The hyperbola $\frac{x^{2}}{a^{2}}-\frac{y^{2}}{b^{2}}=1$. Here $y= \pm \frac{b x}{a}\left(1-\frac{x^{2}}{a^{2}}\right)^{\frac{1}{2}}$

$$
= \pm \frac{b x}{a}\left(1-\frac{a^{2}}{2 x^{2}}-\ldots\right)= \pm \frac{b x}{a} \mp \frac{a b}{2 x} \ldots
$$

$\therefore$ the asymptotes are $y= \pm \frac{b x}{a}$.


Fig. 38.


Fig. 39.
3. $4 y(x-1)=x^{3}$, Fig. 39 .

By division, $\quad 4 y=\frac{x^{3}}{x-1}=x^{2}+x+1+\frac{1}{x-1}$.
When $x$ is very large the last term is very small and $\doteq 0$, and the ordinate of the curve $\doteq$ that of the parabola $4 y=x^{2}+x+1$, which is called a parabolic asymptote. (The line $A B$ is the axis of the parabola.) It will be noticed that this curve is asymptotic to the given curve both when $x$ is + and when $x$ is - . The line $x=1$ is a rectilinear asymptote, as will be seen from $\S 58$.
58. Asymptotes parallel to the axes. Let the algebraical equation of a curve, freed (if necessary) from fractions and radicals affecting the coördinates, and arranged in descending powers of $x$, be

$$
\begin{gather*}
f_{1}(y) x^{m}+f_{2}(y) x^{m-1}+f_{3}(y) x^{m-2}+\ldots=0 \\
f_{1}(y)+f_{2}(y) \frac{1}{x}+f_{3}(y) \frac{1}{x^{2}}+\ldots=0 \tag{1}
\end{gather*}
$$

whence
If there is an asymptote parallel to the $x$-axis, $y$ remains finite when $x$ is infinite. Hence all the terms of (1) after the first become infinitesimal, and the $y$ of the curve approaches a limit which satisfies $f_{1}(y)=0$, i.e., $y \doteq$ the $y$ of a line $y-a=0, y-a$ being a factor of $f_{1}(y)$. Hence, when the equation of a curve is arranged according to powers of $x$, the coefficient of the highest power, equated to zero, represents the asymptotes which are parallel to the $x$-axis. The asymptotes parallel to the $y$-axis may be found in the same way.


Fig. 40.


Fig. 41.

Ex. 1. $x^{2} y^{2}-3 x y^{2}-x^{2}+2 y^{2}=0$, Fig. 40 .
Arranged according to powers of $x$ the equation is

$$
\left(y^{2}-1\right) x^{2}-3 y^{2} x+2 y^{2}=0
$$

and according to powers of $y$,

$$
(x-1)(x-2) y^{2}-x^{2}=0
$$

Hence $y= \pm 1$, and $x=1, x=2$, are asymptotes parallel to the axes.
2. The cissoid $y^{2}(a-x)=x^{3}$, Fig. 41.

The line $a-x=0$, or $x=a$ is an asymptote parallel to the $y$-axis.
59. In any equation the terms of the highest degree, equated to zero, represent lines drawn through the origin. The equation which gives the slopes of these lines is found by substituting $m x$ for $y$, or $m$ for $y / x$. This is the same equation as that which determines the slopes of the asymptotes (§56). Hence the terms of the highest degree, equated to zero, represent lines drawn through the origin in the direction of the infinite branches of the curve.

## Examples.

1. $x^{3}-y^{3}=3 a x y$.
2. $y^{3}=x^{2} y+2 x^{2}$.
3. $x^{4}=x y^{3}+3 y^{3}$.
4. $x^{2} y=x^{3}+x+y$.
5. $x^{4}-y^{4}+x^{2}=4 x y^{2}$.
6. $x^{5}=x^{2} y^{3}-(1-x) y^{3}$.
7. $a x y=x^{3}-a^{3}$.
8. $x^{3}+y^{3}=a^{3}$.
9. $x^{3}-27 y^{3}=2 x^{2}$.
10. $y+x y=x^{3}$.
11. $y=\tan ^{\prime} x$. The $y$ of the curve $=\infty$ when the $x \doteq \frac{1}{2} \pi, \therefore$ the line $x=\frac{1}{2} \pi$ is an asymptote (§57). Similarly $x=\left(n+\frac{1}{2}\right) \pi, n$ any integer, is an asymptote. The same lines are asymptotes to $y=\sec x$.
12. Show that $y=1$ and $y=-1$ are asymptotes of $y=\tanh x$.
13. Show that the curve $2 y=e^{x}$ is asymptotic to $y=\sinh x$, $y=\cosh x$, and $y=0$.

## CHAPTER XIV.

## tangent planes. tangents to curves in space.

60. Geometrical illustration of partial and total differentials. Let $z=f(x, y)$. Values of $x$ and $y$ determine $z$, and hence a point $(x, y, z)$ in space referred to axes which we shall assume to be rectangular. Points thus obtained lie on a surface which is the locus of the equation $z=f(x, y)$. This surface is a geometrical representation of the function.


Fig. 42.
Let $O A=x, A M=y$, and $M P=z$. Then $P$ is a point on the surface. Let $O B=x+d x, B C=y+d y$, and let the new value of $z$ be $C Q$. Then $Q$ is another point on the surface. The plane $P F$ parallel to $X O Y$ cuts off $C F=M P$, hence $F Q$ is $\Delta z$, the increment of $z$. Planes through $P$ and $Q$ parallel to $X O Z$ and $Z O Y$ cut the surface in $P H, H Q, Q K, K P$.

Draw $P J$ and $P G$ tangents to $P K, P H$, and let $P G R J$ be the plane through $P J, P G$. If we suppose $\dot{y}$ to be constant, we are confined to the plane $P N$ (produced if necessary); $P I=d x$ and $P J$ touches $P K$, hence $I J$ is $d_{x} z$. Similarly $E G$ is $d_{y} z$. Let a line through the middle point of $M C$ parallel to $O Z$ meet the plane PGRJ. This line $=\frac{1}{2}(M P+C R)$ in the trapezium $P M C R$, and also $=\frac{1}{2}(D G+N J)$ in the trapezium GDNJ. $\therefore F R=I J+E G=d_{x} z+d_{y} z$. But $d z=d_{x} z+$ $d_{y} z(\S 45)$. Hence $F R$ is $d z$. The tangents of the angles IPJ, EPG are the partial derivatives of $z$ with respect to $x$ and $y$, i.e., they are $\partial z / \partial x$ and $\partial z / \partial y$.
61. Tangent plane. When $\Delta z$ and $d z$ are infinitesimal the latter is the part of the former, which contains the infinitesimals of the lowest order ( $\S 46$ ). Thus $F Q$ and $F R$ correspond in the plane $P M C Q$ to $\Delta y$ and $d y$ of $\S 42$. Hence the straight line $P R$ touches the section of the surface made by the plane $P M C Q$, and therefore the plane PGRJ is the locus of all such tangent lines at $P$, for $d x$ and $d y$ are any increments. Such a plane is defined to be the tangent plane at $P$.

Notice that if $(x, y, z)$ is the point of contact, and $d x, d y$ are any increments, $(x+d x, y+d y, z+d z)$ is any other point in the tangent plane.
62. Equation of the tangent plane. Let the equation of the surface be $f(x, y, z)=c$ or $u=c$. Differentiating,

$$
\frac{\partial u}{\partial x} d x+\frac{\partial u}{\partial y} d y+\frac{\partial u}{\partial z} d z=0 .
$$

Let $\left(x_{1}, y_{1}, z_{1}\right)$ be the coördinates of the point of contact $P$, Fig. 42, $(x, y, z)$ those of any other point in $P R$ and therefore of any other point in the tangent plane. Then $x-x_{1}$, $y-y_{1}, z-z_{1}$ are proportional to $d x, d y, d z$.

$$
\begin{equation*}
\therefore\left(\frac{\partial u}{\partial x}\right)_{1}\left(x-x_{1}\right)+\left(\frac{\partial u}{y}\right)_{1}\left(y-y_{1}\right)+\left(\frac{\partial u}{\partial z}\right)_{1}\left(z-z_{1}\right)=0 \tag{1}
\end{equation*}
$$

is the equation of the tangent plane at $\left(x_{1}, y_{1}, z_{1}\right)$.

Ex. To find the tangent plane at the point $(-1,1,2)$ on the surface

$$
x^{3}-x^{2} y+y^{2}+z=1
$$

$$
\begin{aligned}
& \partial u / \partial x=3 x^{2}-2 x y=5 \text { for the point }(-1,1,2), \\
& \partial u / \partial y=-x^{2}+2 y=1 \text { for the point }(-1,1,2), \\
& \partial u / \partial z=1
\end{aligned}
$$

Hence the tangent plane is

$$
5(x+1)+(y-1)+(z-2)=0, \text { or } 5 x+y+z+2=0
$$

63. Equations of the normal. The normal passes through $\left(x_{1}, y_{1}, z_{1}\right)$ and is perpendicular to the tangent plane; hence its equations are

$$
\begin{equation*}
\frac{x-x_{1}}{\left(\frac{\partial u}{\partial x}\right)_{1}}=\frac{y-y_{1}}{\left(\frac{\partial u}{\partial y}\right)_{1}}=\frac{z-z_{1}}{\left(\frac{\partial u}{\partial z}\right)_{1}} \tag{1}
\end{equation*}
$$

64. Tangent plane at the origin. Conical points. Let the equation of the surface be freed (if necessary) from fractions and radicals affecting the coördinates. If the origin is on the surface the equation will contain no constant terms, and by substituting $r \cos \alpha, r \cos \beta, r \cos \gamma$ for $x, y, z$, it may be shown exactly as in $\S 52$ that the terms of the first degree, equated to zero, represent the tangent plane at the origin. Similarly, if there are no terms of the first degree, those of the lowest degree present will represent a surface touching the given surface at the origin. This tangent surface is generally a cone, in which case the origin is called a conical point; but it may be two or more planes.*

As in $\S 54$, it may be shown that the coördinates of a conical point or a point where there are two or more tangent planes will satisfy $\partial u / \partial x=0, \quad u / \partial y=0, \partial u / \partial z=0$, as well as the given equation $u=c$.

[^10]Ex. 1. Of the surface $x^{2}-y^{2}-z^{2}+x^{3}=0, x^{2}-y^{2}-z^{2}=0$ is a tangent cone at the origin.
2. Of the surface $x^{2}-y^{2}-z^{2}-2 y z=x^{3}, x+y+z=0$ and $x-y-z$ $=0$ are tangent planes at the origin.
3. Find a conical point on the surface $x^{3}+y^{2}+2 y z-3 x-4 z=2$. Ans. (1, 2, -2).
65. Centre of a quadric. Exactly as in $\S 48$ it may be shown that the centre of any surface whose equation $u=c$ is of the second degree is obtained by solving the simultaneous equations $\partial u / \partial x=0, \partial u / \partial y=0, \partial u / \partial z=0$.

Ex. Find the centre of $x^{2}-3 y^{2}-z^{2}+4 y z-4 x+8 y-6 z=0$. Ans. (2, 2, 1).
66. Curve in space. Let $P$ and $Q$ be two points near one another on a curve, $P$ being $(x, y, z)$ and $Q(x+\Delta x, y+\Delta y$, $z+\Delta z)$. Then $\Delta x=A B=C E=$ $P G, \Delta y=E D=G F$, and $\Delta z=F Q$. Let the arc $P Q=\Delta s$ and the chord $P Q=q$. The tangent $P T$ is the limit of position of the secant $P Q$ when $Q$ approaches coincidence with $P$. Let $\alpha, \beta, \gamma$ be the direction angles of $P T$. Then $\alpha=H P T$, and

$$
\begin{aligned}
& \cos \alpha=£ \cos G P Q=£(\Delta x / q) \\
& =£(\Delta x / \Delta s)(\S 17)=d x / d s .
\end{aligned}
$$



Fig. 43.


Similarly $\quad \cos \beta=d y / d s, \quad \cos \gamma=d z / d s$.
Squaring and adding,

$$
\begin{equation*}
1=\left(\frac{d x}{d s}\right)^{2}+\left(\frac{d y}{d s}\right)^{2}+\left(\frac{d z}{d s}\right)^{2}, \quad \text { or } \quad d s^{2}=d x^{2}+d y+d z^{2} \tag{1}
\end{equation*}
$$

Draw $T K$ parallel to $Z O$ to meet the plane $P F G$, and $K H$ parallel to $Y O$. Then if $d x$ is $P H, d y$ is $H K, d z$ is $K T$, and $d s$ is $P T$.
67. If the coördinates of a point on a curve are given in terms of a fourth variable, $d x, d y$, and $d z$ may be written down at once. Usually, however, a curve in space is given as the intersection of two surfaces. Let the surfaces be $u=c_{1}$ and $v=c_{2}$. Differentiating,
and

$$
\begin{align*}
& \frac{\partial u}{\partial x} d x+\frac{\partial u}{\partial y} d y+\frac{\partial u}{\partial z} d z=0  \tag{1}\\
& \frac{\partial v}{\partial x} d x+\frac{\partial v}{\partial y} d y+\frac{\partial v}{\partial z} d z=0 \tag{2}
\end{align*}
$$

If $(x, y, z)$ is the point of contact $P$ of a tangent plane, $(x+d x, y+d y, z+d z)$ is any other point $Q$ in the plane. Hence if $P(x, y, z)$ is a point in the curve of intersection of the surfaces, and (1) and (2) are simultaneous in $d x, d y, d z$, $Q(x+d x, y+d y, z+d z)$ is any other point in the line of intersection of the tangent planes, and $P Q$ is the tangent at $P$ to the curve of intersection.

The plane which is perpendicular to the tangent line at the point of contact is called the normal plane of the curve.

Ex. Find the equations of the tangent to the curve

$$
x^{2}-2 y^{2}+y z+3=0, \quad x y-z^{2}+x+4=0
$$

at the point $(1,-1,2)$.
Differentiating the equations,

$$
\begin{aligned}
2 x d x+(z-4 y) d y+y d z & =0 \\
(y+1) d x+x d y-2 z d z & =0,
\end{aligned}
$$

or, for the point ( $1,-1,2$ ),

$$
2 d x+6 d y-d z=0, \quad d y-4 d z=0
$$

whence

$$
\frac{d x}{-23}=\frac{d y}{8}=\frac{d z}{2}
$$

Since $d x, d y, d z$ are proportional to the direction cosines of the tangent, the equations of the tangent are

$$
\frac{x-1}{-23}=\frac{y+1}{8}=\frac{z-2}{2}
$$

- The normal plane at $(1,-1,2)$ is

$$
-23(x-1)+8(y+1)+2(z-2)=0, \text { or } 23 x-8 y-2 z=27
$$

## Examples.

1. Find the tangent plane at $(2,-1,1)$ on the surface $x^{2}-2 y^{2}+z=3$.

$$
\text { Ans. } 4 x+4 y+z=5 .
$$

2. Find the tangent plane at $(-1,1,2)$ on $x^{2}+y^{2}-z^{2}-y z-4 x y$ $=0$. Ans. $6 x-4 y+5 z=0$.
3. The tangent plane at any point of the central quadric $x: / a^{2}+y^{2} / b^{2}+z^{2} / c^{2}=1$ is $x_{1} x / a^{2}+y_{1} y / b^{2}+z_{1} z / c^{2}=1$.
4. The tangent plane to the surface $x y z=a^{3}$ makes with the coördinate planes a tetrahedron of constant volume.

5 . What are the tangent planes at the origin of the conoid $x^{2}-y^{2}=x^{2} z^{2}$ ?
6. Find the tangent planes to $x^{4}+y^{4}+z^{4}=3 a x y z$, (1) at ( $0,0,0$ ), (2) at ( $a, a, a$ ).

$$
\text { Ans. (1) } x=0, y=0, z=0 \text {, (2) } x+y+z=3 a \text {. }
$$

Also to $x^{3}+y^{3}+z^{3}=3 a^{2} x$ at the same points.

$$
\text { Ans. (1) } x=0 \text {, (2) } y+z=2 a \text {. }
$$

7. The sum of the squares of the intercepts of the tangent planes of the surface $x^{\frac{2}{3}}+y^{\frac{2}{3}}+z=a^{\frac{2}{3}}$ on the axes is $a^{2}$.
8. $x=a \sin n z, y=a \cos n z$ are the equations of a helix (screwthread) on a circular cylinder of radius $a$, the $z$-axis being the axis of the cylinder. Show that the equations of the tangent at any point are

$$
\frac{x-x_{1}}{n y_{1}}=\frac{y-y_{1}}{-n x_{1}}=z-z_{1}
$$

and that the tangent makes a constant angle with the $x y$-plane.
9. Find the direction angles of the tangent to the curve of intersection of the surfaces of Ex. 6 at the point ( $a, a, a$ ). Ans. $0,45^{\circ}, 135^{\circ}$.

## CHAPTER XV.

## SUCCESSIVE DIFFERENTIATION.

68. Successive derivatives. The differential of $f(x)$ is (§ 27) $f^{\prime}(x) d x$. Let $d f^{\prime}(x)=f^{\prime \prime}(x) d x, d f^{\prime \prime}(x)=f^{\prime \prime \prime}(x) d x$, etc.
The several functions $f^{\prime}(x), f^{\prime \prime}(x), f^{\prime \prime \prime}(x), \ldots$ are called the first, second, third, ... derived functions, derivatives, or differential coefficients of $f(x)$.

Ex. 1. $f(x)=3 x^{3}-2 x+4, f^{\prime}(x)=9 x^{2}-2, f^{\prime \prime}(x)=18 x, f^{\prime \prime \prime}(x)=18$, fiv $(x)=0$.
2. $f(x)=\sin x, f^{\prime}(x)=\cos x, f^{\prime \prime}(x)=-\sin x, f^{\prime \prime \prime}(x)=-\cos x$, etc.
3. $f(x)=\log (1+x), f^{\prime}(x)=1 /(1+x), f^{\prime \prime}(x)=-1 /(1+x)^{2}$, etc.
4. $f(x)=e^{x}, f^{\prime}(x)=e^{x}, f^{\prime \prime}(x)=e^{x}$, etc.
69. Successive differentials. Let $y$ or $f(x)$ be a function of $x$, then $d y=f^{\prime}(x) d x$. The differential of $d y$, or $d(d y)$, is written $d^{2} y$ (read $d$-two $y$, or second $d y$ ); similarly, $d^{3} y \equiv d\left(d^{2} y\right)$.

Unless the variable $x$ is given as a function of another variable it is assumed to be an independent variable-one to which arbitrary values may be assigned; $d x$ is then an arbitrary increment of $x$. It is customary to take $d x$ as of the same value in each successive differentiation, i.e., to treat the differential of the independent variable as a constant in differentiating. Hence, differentiating $d y=f^{\prime}(x) d x$,

$$
\begin{equation*}
d^{2} y=f^{\prime \prime}(x) d x . d x=f^{\prime \prime}(x) d x^{2}, \quad \text { or } \quad d^{2} y / d x^{2}=f^{\prime \prime}(x) . * \tag{1}
\end{equation*}
$$

Hence also, $d^{3} y=f^{\prime \prime \prime}(x) d x^{3}$, or $d^{3} y / d x^{3}=f^{\prime \prime \prime}(x)$,
and similarly for the higher differentials. Thus the successive differential quotients are equal to the successive derivatives.

Ex. 1. $y=e^{a x}, d y=a e^{a x} d x, \quad d^{2} y=a^{2} e^{a x} d x^{2}, d^{3} y=a^{3} e^{a x} d x^{3}, \ldots$, $d^{n} y=a^{n} e^{a x} d x^{n}$.
2. $y=\cos x, d y / d x=-\sin x=\cos \left(x+\frac{\pi}{2}\right)$,
$\therefore d^{2} y / d x^{2}=\cos \left(x+2 \frac{\pi}{2}\right), \ldots, d^{n} y / d x^{n}=\cos \left(x+n \frac{\pi}{2}\right)$.
3. $y=x^{n}, n$ a positive integer, $d^{n} y / d x^{n}=n$ !
70. If $x$ is not the independent variable-if it is itself a function of another variable-we cannot treat $d x$ as a constant in successive differentiation. For if $x=f(\theta), d x=f^{\prime}(\theta) d \theta$, and is therefore a function of $\theta$.

Differentiating both sides of $f^{\prime}(x)=\frac{d y}{d x}$, we have

$$
\begin{align*}
& f^{\prime \prime}(x) d x=\frac{d x d^{2} y-d y d^{2} x}{d x^{2}}, \quad \text { by }(\mathrm{D}) \\
& \therefore f^{\prime \prime}(x)=\frac{d x d^{2} y-d y d^{2} x}{d x^{3}} \tag{1}
\end{align*}
$$

Comparing with $\S 69$ (1) we see that the $d^{2} y / d x^{2}$ obtained when $x$ is the independent variable is equal to

$$
\frac{d x d^{2} y-d y d^{2} x}{d x^{3}}
$$

obtained when $x$ is not the independent variable.
Ex. The cycloid $x=a(\theta-\sin \theta), y=a(1-\cos \theta)$. Considering $y$ as a function $f(x)$ of $x$, to evaluate $f^{\prime}(x)$ and $f^{\prime \prime}(x)$ when $\theta=\pi$.

$$
d x=a(1-\cos \theta) d \theta, \quad d y=a \sin \theta d \theta,
$$

[^11]and, $\theta$ being independent variable,
$$
d^{2} x=a \sin \theta d \theta^{2}, \quad d^{2} y=a \cos \theta d \theta^{2} .
$$
$\therefore f^{\prime}(x)=\frac{d y}{d x}=\frac{\sin \theta}{1-\cos \theta}=0 \quad$ when $\quad \theta=\pi$.
Substituting in (1), $f^{\prime \prime}(x)=-\frac{1}{a(1-\cos \theta)^{2}}=-\frac{1}{4 a}$ when $\theta=\pi$.

## Examples.

1. $y=a x^{2}+b x+c, d y / d x=2 a x+b, d^{2} y / d x^{2}=2 a$.
2. $y=(a+x)^{3}, d y / d x=3(a+x)^{2}, d^{2} y / d x^{2}=6(a+x)$.
3. $y=x^{2} \log x, d^{3} y / d x^{3}=2 x^{-1}$.
4. $y=\cos a x, d^{4} y / d x^{4}=a^{4} \cos a x$.
5. $x=\sin ^{-1} y, d^{2} x / d y^{2}=y\left(1-y^{2}\right)^{-\frac{3}{2}}, d^{2} y / d x^{2}=-y$.
6. If $f(x)=\sin x, f^{(n)}(x)=\sin \left(x+n \frac{\pi}{2}\right)$.
7. $f(x)=x e^{x}, f^{(n)}(x)=(x+n) e^{x}$.
8. $y=\log x, d^{n} y / d x^{n}=(-1)^{n-1}(n-1)!/ x^{n}$.
9. If $y=a \cos n x+b \sin n x, d^{2} y / d x^{2}+n^{2} y=0$.
10. If $y=a e^{n x}+b e^{-n x}, d^{2} y / d x^{2}-n^{2} y=0$.
11. If $y=e^{-x} \cos x, d^{4} y / d x^{4}+4 y=0$.
12. If $y=\sin ^{-1} x,\left(1-x^{2}\right) d^{2} y / d x^{2}-x d y / d x=0$.
13. If $y=\tan ^{-1} x,\left(1+x^{2}\right) d^{2} y / d x^{2}+2 x d y / d x=0$.
14. If $y=e^{x} \sin x, d^{2} y / d x^{2}-2 d y / d x+2 y=0$.
15. Given $x d y-y d x=r^{2} d \theta$, show that

$$
x d^{2} y-y d^{2} x=2 r d r d \theta+r^{2} d^{2} \theta
$$

16. By differentiating
show that

$$
d x=\cos \phi d s, \quad \text { and } \quad d y=\sin \phi d s
$$

$$
\left(d^{2} x\right)^{2}+\left(d^{2} y\right)^{2}=(d \phi d s)^{2}+\left(d^{2} s\right)^{2} .
$$

17. $y^{2}=4 a x, 2 y d y=4 a d x$, or $y d y=2 a d x$; differentiating again, $y d^{2} y+d y^{2}=0$ ( $d x$ being constant),

$$
\therefore y d^{2} y+(2 a d x / y)^{2}=0, \quad \text { or } \quad d^{2} y / d x^{2}=-4 a^{2} / y^{3} .
$$

18. Given the ellipse $\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}=1$, show that

$$
\frac{d y}{d x}=-\frac{b^{2} x}{a^{2} y}, \frac{d^{2} y}{d x^{2}}=-\frac{b^{4}}{a^{2} y^{3}} .
$$

$d^{2} y / d x^{2}$ may be found as in Ex. 17, or from $d y / d x$. Thus

$$
\frac{d^{2} y}{d x^{2}}=-b^{b^{2}} \frac{y-x \frac{d y}{d x}}{y^{2}} .
$$

Substitute for $d y / d x$ and reduce.
19. If $y=f(x)$ find $f^{\prime \prime}(x)$, given $x=a \cos \theta, y=b \sin \theta$. Ans. $f^{\prime \prime}(x)=-b^{4} / a^{2} y^{3}$.
20. $a^{2}+y^{2}=2 x y, d^{2} y / d x^{2}=a^{2} /(x-y)^{3}$.
21. $x^{3}+y^{3}=3 a x y, d^{2} y / d x^{2}=2 a^{3} x y /\left(a x-y^{2}\right)^{3}$.

## CHAPTER XVI.

## RATES.

71. Let $y$ be a function of $x$ of which Fig. 44 is the graph. When $x$ increases by the amount $\Delta x$ the change in $y$ is $\Delta y$, and $\Delta y / \Delta x$ is called the average rate of change of $y$ per unit
 of $x$ (or briefly, the average $x$-rate of $y$ ) for the change $\Delta x$ in $x$. When $\Delta x$ is taken smaller and smaller and $\doteq 0$ the average rate $\Delta y / \Delta x$ is taken for a gradually diminishing change in $x$, and the limit of $\Delta y / \Delta x$, namely $d y / d x$, is defined to be the $x$-rate of $y$ for the value $x$ of the variable. Thus as $x$ increases and reaches the value $O A$, the $x$-rate of the function $y$ is $d y / d x$ or $\tan \phi$. This is an instantaneous and variable rate, and is the same as the constant rate which $y$ would have if $P$ should henceforward move along the tangent $P D$.

If $y=f(x), d y / d x=f^{\prime}(x)$; hence the $x$-rate of $f(x)$ is $f^{\prime}(x)$, and for a similar reason the $x$-rate of any derivative is the succeeding derivative.
72. If $y$ is a function of $x$, as $x$ changes the function will increase or decrease according as its graph rises or falls. that is, according as $d y$ is + or - . Also $d x$ is + if $x$ increases. Hence as $x$ increases, $y$ increases or decreases according as $d y / d x$ is + or - . Thus a + value of the rate
implies that a function is increasing as its variable increases, and a - value implies that the function is decreasing as the variable increases.
73. If $x$ and $y$ are functions of a third variable $t$,

$$
d y / d x=(d y / d t) /(d x / d t)
$$

Hence $d y / d x$ is the quotient of the simultaneous rates of change of $y$ and $x$, or $d y$ and $d x$ are proportional to the rates of $y$ and $x$.*

If $y=f(x)$, and $x$ is a function of $t$,

$$
d y / d t=f^{\prime}(x) \cdot d x / d t
$$

which gives the rate of $y$ in terms of that of $x$.
If $u=f(x, y)$, and $x$ and $y$ are functions of $t$, then, $\S 45$ (5),

$$
\frac{d u}{d t}=\frac{\partial u}{\partial x} \frac{d x}{d t}+\frac{\partial u}{\partial y} \frac{d y}{d t}
$$

which gives the rate of $u$ in terms of the rates of $x$ and $y$.
74. If a point moving in a straight line is at a distance $x$ from a fixed point in the line at the end of an interval of time whose measure is $t$, its velocity $v$ is the $t$-rate of $x$, and is therefore $d x / d t$; and its acceleration $a$ is the $t$-rate of $v$, and is therefore $d v / d t$. But

$$
\begin{gathered}
\frac{d v}{d t}=\frac{d\left(\frac{d x}{d t}\right)}{d t}=\frac{d^{2} x}{d t^{2}} . \quad \text { Also, } \quad \frac{d v}{d t}=\frac{d v}{d x} \frac{d x}{d t}=\frac{d v}{d x} v . \\
v=\frac{d x}{d t} \quad \text { and } \quad a=\frac{d v}{d t}=\frac{d^{2} x}{d t^{2}}=v \frac{d v}{d x}
\end{gathered}
$$

Similarly the angular velocity and angular acceleration of a revolving body are $\frac{d \theta}{d t}$ and $\frac{d^{2} \theta}{d t^{2}}$ respectively.

Time rates are sometimes indicated by dots, $\dot{x}$ being the same as $d x / d t$, and $\ddot{x}$ the same as $d^{2} x / d t^{2}$.

[^12]
## Examples.

1. The ordinate of the curve $y=\sqrt{25-x^{2}}$ is moving parallel to the $y$-axis at the rate 2 in . per sec. At what rate is its length changing when $x=3$ ?
$\frac{d y}{d t}=-\frac{x}{\sqrt{25-x^{2}}} d x=-\frac{3}{2}$ when $x=3$ and $d x / d t=2$. Hence $y$ is decreasing at the rate of $1 \frac{1}{2} \mathrm{in}$. per sec.
2. At what points on the curve $y=\log \sec x$ do $x$ and $y$ change at the same rate? Ans. $x=\left(n+\frac{1}{4}\right) \pi, n$ an integer.
3. Find the acceleration if (1) $v=u+b t$, (2) $x=u t+b t^{2}$, (3)
$v^{2}=u^{2}+b x, u$ and $b$ being constants. Ans. (1) $b$, (2) $2 b$, (3) $\frac{1}{2} b$.
4. If $x=a \cos (b t+c)$, show that the acceleration $=-b^{2} x$.
5. If $x=a \sinh (b t+c)$, show that the acceleration $=b^{2} x$.
6. Show that $\tan x$ always increases with $x$.
7. Three adjacent sides of a rectangular parallelepiped are $3,4,5$ inches in length, and are each increasing at the rate of $\cdot 02 \mathrm{in}$. per in. per min. At what rate is the volume increasing? Ans. 3.60 cu . in. per min.
8. One end of a ladder moves down a vertical wall with velocity $v_{1}$, while the other end moves along a horizontal plane with velocity $v_{3}$. Show that $v_{1} / v_{2}=\tan \theta$, where $\theta$ is the angle which the ladder makes with the vertical.
9. Two straight lines of railway intersect at an angle $60^{\circ}$. On one a train is 8 miles from the junction and moving towards it at the rate of 40 miles per hour, on the other a train is 12 miles from the junction and moving from it at the rate of 10 miles per hour. Is the distance of the trains from each other increasing or decreasing ?

## CHAPTER XVII.

## MAXIMA AND MINIMA.

75. Suppose $y$ to be a function of $x$ and that $x$ continually increases. Then (§72) y will increase or decrease according as $d y / d x$ is + or - . When $d y / d x$ changes from + to ,$- y$ ceases to increase and begins to decrease, and is then said to be a maximum; when $d y / d x$ changes from - to + , $y$ ceases to decrease and begins to increase, and is then said to be a minimum. Now in order that a quantity may change sign it must become 0 or $\infty$ or $-\infty$; * hence as $y$ becomes a max. or a min., $d y / d x$ becomes 0 or $\infty$ or $-\infty$ and changes sign from + to - for a max. and from - to + for a min.


Fig. 45.
76. Suppose, for example, that the curve of Fig. 45 represents the graph of a function and that it is traced by a point moving from left to right so that $d x$ is + . Then $y$ decreases from $A$ to $B$ and $d y / d x$ is - , between $B$ and $C y$ continually

[^13]increases and $d y / d x *$ is + ; at $B y$ ceases to decrease and begins to increase, $d y / d x$ changes from - to + through the value 0 , and $y$ is a min. Similarly at $C y$ is a max., and again a min. at $D$. At $E d y / d x$ becomes $\infty$ and changes from + to - , hence $y$ is a max., and similarly $y$ is a min. at $F$.

Points such as $A, B$, etc., are called turning points, and the max. and min. values of $y$ are called turning values.

It will be noticed that a max. is not necessarily the greatest of all the values of $y$; it is greater than the values which immediately precede or follow it; and similarly a min. is not necessarily the least value of $y$.
77. To obtain the values of $x$ which make a function $y$ a max. or min. we must obtain $d y / d x$ and find what values of $x$ cause it to become zero or infinite. To distinguish the maxima from the minima we must determine whether $d y / d x$ changes from + to - or from - to + as $x$ passes through the critical value. In the former case $y$ will be max., in the latter a min. It may happen, however, that $d y / d x$ does not change sign, although it becomes 0 or $\infty$ (e.g., at $G$, Fig. 45), in which case $y$ is neither a max. nor a min.

Ex. 1. $y=x^{3}-6 x^{2}+9 x+1$.
Here $d y / d x=3 x^{2}-12 x+9=3(x-1)(x-3)$.
When $x$ is a little less than $1, x-1$ is - and $x-3$ is - , $\therefore d y / d x$ is + .

When $x=1, d y / d x$ is 0 . When $x$ is a little more than $1, x-1$ is + and $x-3$ is,$- \therefore d y / d x$ is - . Hence $d y / d x$ changes from + to - through 0 and $\therefore y$ is a max. when $x=1$. Substituting 1 for $x$ in the given function we find the max. value of $y$ to be 5 . Similarly $x=3$ makes $y$ a min., viz., 1 .
2. $y=(x-1)^{3}, d y / d x=3(x-1)^{2} ; \therefore d y / d x=0$ when $x=1$, but does not change sign $\dagger$ when $x$ passes through this value, $\therefore y$ is neither a max. nor a min.

[^14]3. $y=2+(x-1)^{\frac{2}{3}}, \quad d y / d x=\frac{2}{3(x-1)^{\frac{1}{3}}} ; \quad \therefore d y / d x$ becomes $-\infty$ and changes from - to + as $x$ passes through the value 1 , hence $x=1$ makes $y$ a min., viz., 2.
78. The sign of $d^{2} y / d x^{2}$ (=the $x$-rate of $d y / d x$ ) tells us at any time whether $d y / d x$ is increasing or decreasing. If then the value of $x$ which makes $d y / d x$ equal to 0 also makes $d^{2} y / d x^{2}$ plus, we infer that $d y / d x$ is increasing when it passes through 0, i.e., that $d y / d x$ changes from - to + , and hence that $y$ is a min.; whereas, if the value of $x$ which makes $d y / d x$ equal to 0 also makes $d^{2} y / d x^{2}$ minus, we infer that $d y / d x$ is decreasing when it passes through 0 , i.e., that it changes from + to - , and hence that $y$ is a max.

Hence to distinguish the maxima from the minima we may find $d^{2} y / d x^{2}$, and in it substitute the values of $x$ which make $d y / d x$ equal to 0 . Then for every + result $y$ is a min., and for every - result $y$ is a max.*

Ex. 1. In Ex. $1, \S 77, d^{2} y / d x^{2}=6 x-12$, which is - when $x=1$, and + when $x=3$. Hence $x=1$ makes $y$ a max. and $x=3$ makes $y$ a min.
2. $y=x^{3}-7 x^{2}+8 x+30, d y / d x=3 x^{2}-14 x+8$. For a max. or a $\min .3 x^{2}-14 x+8=0, \therefore x=\frac{2}{3}$ or 4 .

Also $d^{2} y / d x^{2}=6 x-14$, which is - when $x=\frac{2}{3}$ and + when $x=4 ; \therefore x=\frac{2}{3}$ makes $y$ a max. and $x=4$ makes $y$ a min.
79. It should be noticed:
(1) That max. and min. values must occur alternately in a continuous function, i.e., between two successive max. values there must be a min., and between two successive min . values there must be a max. Also of two values of $x$ which make $y$ a max. or a min., if one makes it a max. the other must make it a min.
(2) When $y$ has a turning value, $y^{n}$ ( $n$ a positive or negative integer) has a turning value. Thus a square-root sign

[^15]affecting the whole of the variable part of a function may be disregarded in differentiating.
(3) A constant factor may be omitted from the function before differentiating, since it cannot affect the values of $x$ for which the derivative is 0 or $\infty$.

Ex. $y=\pi x \sqrt{a^{2}-x^{2}}$. This $=\pi \sqrt{a^{2} x^{2}-x^{4}}$, and $\therefore y$ will be a max. or a min. when $a^{2} x^{2}-x^{4}$ is a max. or a min.; hence $2 a^{2} x$ $-4 x^{3}=0, \therefore x=0$, and $x= \pm a / \sqrt{2}$.

8o. In the practical applications of this subject it will be necessary to form the function which is to have a turning value. It will frequently be obvious from the nature of the problem whether the result corresponds to a max. or a min.

Ex. 1. Of all arithmetical fractions, which one exceeds its square by the greatest quantity?
Let the fraction be $x$. Then $x-x^{2}$ is to be a max.
$\therefore 1-2 x=0$, and hence $x=\frac{1}{2}$.
2. How to make with a given amount (area) of material a cylindrical box (with lid) which shall have the greatest possible volume.
We have the total surface of the cylinder given, call it $s$, and assume $h$ for the height and $x$ for the radius of the base.

Then $s=2 \pi x^{2}+2 \pi x h, \therefore h=s /(2 \pi x)-x$.
The vo'ume $V=\pi x^{2} h=\frac{1}{2} s x-\pi x^{3}$.

$$
\begin{aligned}
& \therefore d V / d x=\frac{1}{2} s-3 \pi x^{2}=0, \text { for a max. } \\
& \therefore x=\sqrt{s / 6 \pi}, \quad \text { whence } \quad h=2 \sqrt{s / 6 \pi} .
\end{aligned}
$$

Hence the height must $=$ the diameter of the base and each $-2 \sqrt{s / 6 \pi}$.
[Observe that in these examples the function which is to be a max. or a min. must be expressed in terms of some one variable with or without constants; in this case the function is $\pi x^{2} h$, where both $x$ and $h$ are variable, but there is a relation connecting $x$ and $h$ from which $h$ may be obtained in terms of $x$; this when substituted in $\pi x^{2} h$ gives a function with one variable.]
3. To find the greatest isosceles triangle that can be inscribed in a given circle.

Let $A B C$ (Fig. 46) be an isosceles triangle inscribed in a circle of radius $a$ and centre $E$. Let $D C=x$. Then

$$
\begin{aligned}
& A D=\sqrt{A E^{2}-D E^{2}}=\sqrt{a^{2}-(x-a)^{2}}=\sqrt{2 a x-x^{2}} . \\
\therefore & \text { area of } A B C=L C . A D=x \sqrt{2 a x-x^{2}}=\sqrt{2 a x^{3}-x^{1}} .
\end{aligned}
$$

This will be a max. when $2 a x^{3}-x^{\prime}$ is a max., 879 (2), i.e., when $6 a x^{2}-4 x^{3}=0, \therefore x=\frac{3}{2} a$.

The triangle is easily shown to be equilateral.
4. One corner $A$ of a rectangular piece of paper $A B C D$ (Fig. 47) is folded over to the side $B C$. Find when the crease $E G$ is a min.

Let $A B=a, A E=x, E G=y, A G E=\theta$. Then $B E F=2 \theta$.
$\therefore B E: E F=(a-x) / x=\cos 2 \theta$ and $A E: E G=x / y=\sin \theta$.
Eliminating $\theta$ by the relation $\cos 2 \theta=1-2 \sin ^{2} \theta$, we find

$$
y^{2}=2 x^{3} /(2 x-a),
$$

from which $y$ is found to be a min. when $x=\frac{3}{4} a$.


Fig. 46.


Fig. 47.


Fig. 48.

Similarly it may be shown that the area of the part folded over is a min. when $x=\frac{2}{3} a$.
5. To cut the parabola of greatest area from a given right circular cone, Fig. 48.

Let $A B=a$ and $E B=x$. The area $=\frac{2}{3} E D . F G$.
Now $E F^{2}=A E \cdot E B=(a-x) x$, and $E D$ is proportional to $x$.
$\therefore$ area varies as $x \sqrt{(a-x) x}$ or $\sqrt{a x^{3}-x^{4}}$, whence $x=\frac{3}{4} a$ for a max

## Examples.

1. $x^{2}-3 x+4, \min$. when $x=\frac{3}{2}$.
2. $x^{5}-5 x^{4}+5 x^{3}+1$, max. when $x=1, \min$. when $x=3$.
3. $a+b(c-x)^{1}$, no turning value.
4. $x^{3}-2 x^{2}-4 x+1$, max., when $x=-\frac{2}{3}$, min. when $x=2$.
5. $(x-1)^{3}(x+2)^{4}$, max. when $x=-2$, min. when $x=-\frac{2}{7}$.
6. $(1+3 x) / \sqrt{4+5 x^{2}}$, max. when $x=\lambda_{5}^{2}$.
7. $(x+2)^{3} /(x-3)^{2}$, min. when $x=13$.
8. $\sin \theta+\cos \theta$, max. when $\theta=\frac{1}{4} \pi, \min$. when $\theta=\frac{5}{4} \pi$.
9. $\sin \theta /(1+\tan \theta)$, max. when $\theta=\frac{1}{4} \pi$, min. when $\theta=\frac{5}{4} \pi$.
10. $\sin \theta \sin (\alpha-\theta)$, max. when $\theta=\frac{1}{2} \alpha$.
11. $\sin ^{2} \theta \cos ^{3} \theta$, max. when $\sin \theta= \pm \sqrt{\frac{2}{5}}, \min$. when $\theta=0$.
12. Min. value of $a \tan \theta+b \cot \theta=2 \sqrt{a b}$.
13. Min. value of $a^{2} \sec ^{2} \theta+b^{2} \operatorname{cosec}^{2} \theta=(a+b)^{2}$.
14. Min. value of $a e^{n x}+b e^{-n x}=2 \sqrt{a b}$.
15. Max. value of $\log x / x=1 / e$.
16. What is the longest ordinate of the curve $a^{2} y^{2}=x^{2}\left(a^{2}-x^{2}\right)$, (Fig. 69)?

Ans. $\frac{1}{2} a$.
17. Find the max. ordinates of the curves

$$
(y-x)^{2}=x^{3}, \text { Fig. 30, and } \quad\left(y-x^{2}\right)^{2}=x^{5}, \text { Fig. } 31
$$

Ans. $2^{2} / 3^{3}, 4^{4} / 5^{5}$.
18. Find the max. ordinate of the curve

$$
x^{3}+y^{3}=3 a x y \text {, Fig. } 28
$$

Differentiating the equation and making $d y=0$ we have $x^{2}=a y$; from this and the equation of the curve we find the max. ordinate to be at the point ( $a \sqrt[3]{2}, a \sqrt[3]{4}$ ), the latter coördinate being the required value.
19. Find the max. ordinate of the curve $y^{3}=x^{3}+3 a x^{2}$, Fig. 38 .

$$
\text { Ans. } \sqrt[3]{4} a
$$

20. How could you cut out four equal squares from the corners of a given square so that the remaining area (the edges being turned up) would form a rectangular box of greatest volume?

Ans. Each side of the little squares $=\frac{1}{6}$ of a side of the given square.
21. Find the breadth and depth of the strongest beam that can be cut from a cylindrical $\log$ of diameter $d$, assuming that the
strength varies as the product of the breadth and the square of the depth.

$$
\text { Ans. Breadth }=\frac{1}{3} \sqrt{3} d \text {, depth }=\frac{1}{3} \sqrt{6} d .
$$

22. To cut out from a given sphere the cone of greatest volume. Ans. Ht. of cone $=\frac{2}{3}$ diam. of sphere.
23. How could you cut a sector out of a circle so that the remainder of the circle would form the lateral surface of a cone of max. volume?
$A n s$. Leave $\sqrt{\frac{2}{3}}$ of circumference.
24. What is the shortest distance of the line $y=x+2$ from the parabola $y^{2}=4 x$ ?
25. Assuming that the work of propelling a vessel in still water varies as the cube of the speed, what is the most economical rate of steaming against a current of speed $v$ ?

The expense for a given distance varies as $x^{3}$ and the time, and the latter varies inversely as $x-v$.

Ans. $\frac{3}{2} v$.

## CHAPTER XVIII.

## CURVATURE.

8r. Direction of curvature. Let it be supposed that the tangent of a curve rolls round the curve in such a way that the abscissa of the point of contact $P$ continually increases. Let the tangent make an angle $\phi$ with the $x$-axis. Then a + value of $d^{2} y / d x^{2}$ (the $x$-rate of $d y / d x$ ) at $P$ implies that $d y / d x$ or $\tan \phi$, and therefore also $\phi$, is increasing with $x$, or that the tangent is turning in the positive direction as $x$ increases. In other words, the curve bends upward, or is concave upward, when $d^{2} y / d x^{2}$ is + , and bends downward, or is concave downward, when $d^{2} y / d x^{2}$ is - .
82. Point of inflexion. A point where a curve has ceased


Fig. 49. to bend upward and is about to bend downward, or vice versa, is called a point of inflexion. At such a point $d^{2} y / d x^{2}$ must change sign, and must therefore become $0, \infty$, or $-\infty$.*

A tangent at a point of inflexion is sometimes called a stationary tangent, for, if the

[^16]$$
\left(d x d^{2} y-d y d^{2} x\right) / d x^{3}
$$
tangent is supposed to roll round the curve, it comes to rest at such a point and reverses its motion.
83. If $P$, Fig. 50, is a point of inflexion, the secant through $P$ and a point $Q$ near $P$ also passes through another point $Q^{\prime}$ near $P$. As the secant approaches the position of the tangent at $P, Q$ and $Q^{\prime}$ approach coincidence with $P$ at the same time. Hence the inflexional tangent is sometimes said to pass through three coincident points of the curve. A tangent at an ordinary point on a curve of the $n$th degree cannot meet the curve in more than $n-2$ other points; the tangent at a point of inflexion cannot meet the curve in more than $n-3$ other points,


Fig. 50. and in not more than $n-4$ other points if the point of contact is also a double point (as in Fig. 27).

Ex. 1. $y=(x-1)^{3}, d^{2} y / d x^{2}=6(x-1)$. This is - when $x<1,0$ when $x=1$, + when $x>1$; hence, as $x$ increases, the curve bends downward until $x=1$, and upward afterwards; $\therefore$ there is a point of inflexion where $x=1$. Since $y$ and $d y / d x$ are also 0


Fig. 51.


Fig. 52.


Fig. 53.
when $x=1$, the axis of $x$ is the tangent at the point of inflexion (Fig. 51).
2. $y=(x-1)^{4}, \quad d^{2} y / d x^{2}=12(x-1)^{2}$, which is 0 when $x=1$, but is never - hence there is no point of inflexion (Fig. 52).
3. $y^{3}=x$, or $y=x^{3}, d^{2} y / d x^{2}=-\frac{2}{9} x^{-5}$, which becomes $\infty$ and changes from + to - when $x=0, \therefore$ the origin is a point of inflexion (Fig. 53).
4. $y=3 x^{4}-4 x^{3}-6 x^{2}, \quad d^{2} y / d x^{2}=12\left(3 x^{2}-2 x-1\right)$. Putting this $=0$ and solving for $x$, we get $x=-\frac{1}{3}, x=1$, which determine the points of inflexion.

Find the points of inflexion on the curves:
5. $a^{2} y=x\left(x^{2}-a^{2}\right)$, Fig. 17.

$$
\text { Ans. }(0,0) .
$$

6. $x y=1+x^{3}$.
7. $(x+a)^{2} y=a^{2} x$.

$$
(-1,0)
$$

8. $y=x(x-1)(x-2)$ Fig 70 (2a, $\left.\frac{8}{3} a\right)$.


Fig. 54.
9. $x^{3}-a x y=a^{3}$. $\quad(a, 0)$.
10. $\left(a^{2}+x^{2}\right) y=a^{2} x$.
$(0,0),\left( \pm a \sqrt{3}, \pm \frac{1}{4} a \sqrt{3}\right)$.
11. $y^{3}=x^{3}+3 a x^{2}$, Fig. 38 . $(-3 a, 0)$.
12. $x^{3}+y^{3}=a^{3} . \quad(a, 0),(0, a)$.
13. $x=y^{3}+3 y^{2}$.
$(2,-1)$.
14. $y^{2}=x^{2}(2 x-1)$, Fig. 33 .
( $\frac{2}{3}, \pm \frac{2}{9} \sqrt{3}$ ).
15. Show that at a point $(x, y)$ a curve is convex or concave to the axis of $x$ (i.e., with reference to the foot of the ordinate) according as $y d^{2} y / d x^{2}$ is + or - .
16. Show that the curves $y=\sin x, y=\tan x$, meet the axis of $x$ in points of inflexion.
17. Where are the points of inflexion of the curve $y=\cos x+\frac{1}{y} \cos 3 x$ ?

Ans. Where $x=\frac{1}{4} \pi n, n$ any integer not divisible by 4 .
18. On the witch $y^{2}(a-x)=a^{2} x$ (Fig. 54), show that the points of inflexion are $(a / 4, \pm a / \sqrt{3})$.
84. Centre, radius, and circle of curvature. Let $P$ and $Q$ be two points near one another on a curve $A P Q E$, Fig. 55, at which tangents and normals are drawn, the latter meeting in $D$. The limit of position $C$ which $D$ approaches as $Q$ moves towards coincidence with $P$ is called the centre of curvature of the curve at $P, P C$ is
called the radius of curvature, and the circle with $C$ as centre and $P C$ as radius is called the circle of curvature.

The extremities of an infinitesimal arc are called consecutive points of the curve.* The normals at consecutive points are consecutive normals. Hence the centre of curvature is the limit of the point of intersection of consecutive normals.
85. Let the length of $P C$


Fig. 55. be $R$. Let the tangents at $P$, $Q$ make angles $\phi, \phi+\Delta \phi$ with $O X$, then $\Delta \phi=P D Q$. Let $s=$ the length of the arc of the curve measured from some point up to $P, \Delta s=$ the arc $P Q$, and $q=$ the chord $P Q$. Then $P D / q=\sin P Q D / \sin \Delta \phi$. The limit of $\sin P Q D=1$, since the limit of $P Q D$ is a right angle. Hence the limit of $P D=$

$$
\begin{aligned}
£(q / \sin \Delta \phi)= & £(\Delta s / \Delta \phi)(\S 17)=d s / d \phi \\
& \therefore R=d s / d \phi
\end{aligned}
$$

86. Imagine the tangent to be rolling round the curve, the point of contact having arrived at $P$. Then $d \phi / d s$ is the s-rate of $\phi$, or the rate, in radians per unit length of the curve, at which the tangent is turning. This rate is taken as the measure of the curvature of the curve; hence $1 / R$ measures the curvature at $P$. Since all normals of a circle intersect in the centre and are equal to the radius, the curvature of the circle of curvature is constant and $=1 / R$.

[^17]$8 \%$. The circle of curvature generally crosses the curve at the point of contact, since in the circle the curvature is the same on both sides of the point of contact, which is not the case in the other curve except possibly at certain points, e.g., at the vertex of a conic section, where the circle of curvature does not cross the curve.
88. Length of the radius of curvature. We have seen that
\[

$$
\begin{equation*}
R=\frac{d s}{d \phi} \quad(1) ; \quad \text { we also have } \frac{d y}{d x}=\tan \phi \tag{2}
\end{equation*}
$$

\]

Differentiating (2),

$$
\begin{gather*}
\frac{d x d^{2} y-d y d^{2} x}{d x^{2}}=\sec ^{2} \phi d \phi=\left(\frac{d s}{d x}\right)^{2} d \phi \\
\therefore d \phi=\frac{d x d^{2} y-d y d^{2} x}{d s^{2}},  \tag{3}\\
\therefore R=\frac{d s^{3}}{d x d^{2} y-d y d^{2} x} . \tag{4}
\end{gather*}
$$

We may generally take $x$ as the independent variable and therefore make $d^{2} x=0$; also $d s^{2}=d x^{2}+d y^{2}$.

$$
\begin{equation*}
\therefore \quad R=\frac{\left(d x^{2}+d y^{2}\right)^{\frac{3}{2}}}{d x d^{2} y}=\frac{\left[1+\left(\frac{d y}{d x}\right)^{2}\right]^{\frac{3}{2}}}{\frac{d^{2} y}{d x^{2}}} \tag{5}
\end{equation*}
$$

The sign of $R$ when found from (5) will be + or - according as $d^{2} y / d x^{2}$ is + or - , that is, according as the curve is concave upward or concave downward (§81).

If $x$ and $y$ are given in terms of a third variable $m$ which is taken as independent, (4) may be expressed in the form

$$
\begin{equation*}
R=\frac{\left[\left(\frac{d x}{d m}\right)^{2}+\left(\frac{d y}{d m}\right)^{2}\right]^{\frac{3}{2}}}{\frac{d x}{d m} \frac{d^{2} u}{d m^{2}}-\frac{d y}{d m} \frac{d^{2} x}{d m^{2}}} \tag{6}
\end{equation*}
$$

Ex. 1. To find the radius of curvature at any point $(x, y)$ of the ellipse $\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}=1$, Fig. 56.

By differentiating the equation of the ellipse we have

$$
\frac{d y}{d x}=-\frac{b^{2} x}{a^{2} y}, \frac{d^{2} y}{d x^{2}}=-\frac{b^{4}}{a^{2} y^{3}} .
$$

Substituting in (5), we have

$$
R=-\frac{\left(a^{4} y^{2}+b^{4} x^{2}\right)^{\frac{3}{2}}}{a^{4} b^{4}}
$$

which gives $R$ in terms of $x$ and $y$.* A more convenient expression may be found by substituting $y^{2}$ from the equation of the curve.


Fig. 56.

Then

$$
R=-\frac{\left(a^{2}-e^{2} x^{2}\right)^{\frac{3}{2}}}{a b}
$$

where $e$ is the eccentricity $\sqrt{a^{2}-b^{2}} / a$.
It is known that $\left(a^{2}-e^{2} x^{2}\right)^{\frac{1}{2}}=$ the semi-diameter parallel to the tangent, or perpendicular to the normal, at $(x, y)$.

Calling this $b_{1}$ we have

$$
\begin{equation*}
R=-\frac{b_{1}{ }^{3}}{a b} \tag{7}
\end{equation*}
$$

2. To find $R$ at the origin of the curve $a y^{3}-3 a x^{2} y=x^{4}$, Fig. 36, for the branch which touches the $x$-axis.

Let $y=m x, \dagger$ then $x=a\left(m^{3}-3 m\right), y=a\left(m^{4}-3 m^{2}\right)$.
Thus $x$ and $y$ are known in terms of a third variable, and we require $R$ from (6) for $m=0$. Differentiating,

$$
\begin{aligned}
d x / d m & =a\left(3 m^{2}-3\right)=-3 a \text { for } m=0 . \\
d^{2} x / d m^{2} & =6 a m=0 \text { for } m=0 . \\
d y / d m & =a\left(4 m^{3}-6 m\right)=0 \text { for } m=0 . \\
d^{2} y / d m^{2} & =-6 a .
\end{aligned}
$$

* The sign of $R$ will be + or - according as $y$ is + or - .
$\dagger$ See foot note, p. 53.

Whence, from (6),

$$
R=\frac{3}{2} a .
$$

Similarly $R=24 a$ for the other branches of this curve at the origin $(m=\sqrt{3})$.
89. Coördinates of the centre of curvature. Let the coordinates be $\alpha$ and $\beta$. Then, Fig. 57,


Fig. 57.

$$
\begin{align*}
\alpha & =x-R \sin \phi \\
& =x-R \frac{d y}{d s}=x-\frac{d y d s^{2}}{d x d^{2} y-d y d^{2} x}  \tag{1}\\
\beta & =y+R \cos \phi \\
& =y+R \frac{d x}{d s}=y+\frac{d x d s^{2}}{d x d^{2} y-d y d^{2} x} . \tag{2}
\end{align*}
$$

Evolute-Involute. The locus of the centres of curvature of a curve is another curve which is called the evolute of the given curve, and the given curve is called the involute of the evolute.

Ex. To find the centre of curvature for any point $(x, y)$ of an ellipse, and the equation of the evolute.

If $x$ is the independent variable, (1) and (2) become

$$
\alpha=x-\frac{d y}{d x} \frac{1+\binom{d y}{d x}^{2}}{\frac{d^{2} y}{d x^{2}}}, \quad \beta=y+\frac{1+\left(\frac{d y}{d x}\right)^{2}}{\frac{d^{2} y}{d x^{2}}}
$$

which for the ellipse give

$$
\alpha=\left(\frac{a^{2}-b^{2}}{a^{4}}\right) x^{3}, \quad \beta=-\left(\frac{a^{2}-b^{2}}{b^{4}}\right) y^{3} .
$$

Solving for $x$ and $y$ and substituting in the equation of the ellipse we obtain

$$
(a \alpha)^{z}+(b \beta)^{z}=\left(a^{2}-b^{2}\right)^{\frac{z}{3}}
$$

for the equation of the evolute (see Fig. 56). If $x$ and $y$ are sub. stituted for $\alpha$ and $\beta$, the equation becomes

$$
(a x)^{\mathbf{3}}+(b y)^{\mathbf{z}}=\left(a^{2}-b^{2}\right)^{\frac{3}{3}} .
$$

90. Properties of the evolute. (1) Every normal of a curve touches the evolute at the centre of curvature.
$\alpha=x-R \sin \phi, \quad \therefore d \alpha=d x-R \cos \phi d \phi-\sin \phi d R$.
But

$$
d x=d s \cos \phi=R d \phi \cos \phi .
$$

$$
\begin{equation*}
\therefore d \alpha=-\sin \phi d R . \tag{1}
\end{equation*}
$$

$$
\begin{equation*}
\therefore d \beta / d \alpha=-\cot \phi=-d x / d y . \tag{2}
\end{equation*}
$$

Hence the tangent of the evolute at $(\alpha, \beta)$ has the same slope as the normal at $(x, y)$ on the involute, and ( $\alpha, \beta$ ) is on both lines, therefore they coincide.
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(2) As long as the radii of curvature of a curve continue to increase or to decrease, the difference of any two is equal to the arc of the evolute included between them.

Let the are of the evolute be $S$. Then

$$
d S=\sqrt{d \alpha^{2}+d \beta^{2}}= \pm d R,
$$

from (1) and (2). Suppose $R$ to be increasing. Then $d S=d R$, hence $S$ and $R$ can only differ by a constant, and therefore any increment of $S$ is equal to the corresponding increment of $R$. Similarly if $R$ is decreasing, the increment of $S$ is equal to the decrement of $R$.

From these properties of the evolute it will be obvious that if one of the tangents of the evolute were supposed to roll round the curve, a tracing-point in it would describe the involute. Thus although a given curve can have only one evolute, it can have any number of involutes. The involute might also be described by a tracing-point in a string which is kept stretched at the same time that it is unwound ("evolved ") from the evolute.

Ex. The radii of curvature at the extremities of the axes of an ellipse are, $\delta 88(7), a^{2} / b$ and $b^{2} / a$. Hence the whole length of the evolute is

$$
4\left(\frac{a^{2}}{b}-\frac{b^{2}}{a}\right)=4\left(\frac{a^{3}-b^{3}}{a b}\right)
$$

## Examples.

1. At any point of the parabola $y^{2}=4 a x$ show that $R=-2 \sqrt{r^{3} / a}$, where $r$ is the focal distance $(=a+x)$ of the point. Hence it may


Fig. 59.
be shown th:it $R=$ twice the intercept on the normal between the directrix and the curve.
2. Prove that for $y^{2}=4 a x, \alpha=2 a+3 x, \beta=-y^{3} / 4 a^{2}$.
3. Show that the evolute of the parabola is the semi-cubical parabola $27 a y^{2}=4(x-2 a)$, Fig. 59 .
4. Show that $C, C^{\prime}$ are $(8 a, \pm 4 \sqrt{2} a)$, and that they are the centres of curvature of $B^{\prime}, B$.
5. Show that the arc $A C=2 a(3 \sqrt{3}-1)$.
6. Show that $R=\left(1+a^{2}\right)^{\frac{3}{2}} / 2 b$ at the origin on the curve
or

$$
\begin{aligned}
& y=a x+b x^{2}+c x^{3}+\ldots \\
& x=a y+b y^{2}+c y^{3}+\ldots
\end{aligned}
$$

7. Find $R$ at the origin of the following curves:
(1) The parabola $y^{2}=4 a x$, or $x^{2}=4 a y$.

Ans. $2 a$.
(2) $y^{2}=x^{2}(1+2 x)$, Fig. 32. We have

$$
y=x(1+2 x)^{\frac{1}{2}}=x\left(1+x-\frac{1}{2} x^{2}+\ldots\right) . \quad \pm \sqrt{2}
$$

(3) $y^{2}=x^{4}(1+2 x)$, Fig. 34 . $\pm \frac{1}{2}$.
(4) $\left(y-x^{2}\right)^{2}=x^{5}$, Fig. 31 . $\frac{1}{2}$.
(5) $(y-x)^{2}=x^{3}$, Fig. 30.
0.
8. Find the $R$ of $x=y^{2}+y^{3}$ when $x=2$. Ans. $-\frac{13}{4} \sqrt{26}$.

9 . Find $R$ at the point of maximum ordinate on the curve $y^{3}=x^{2}+3 a x^{2}$, Fig. 38 .

Ans. $-\sqrt[3]{2} a$.
10. Show that $R=2 \sqrt{2} a$ on the branch of the curve $a y^{4}-a x^{2} y^{2}=$ $x^{5}$, Fig. 37, which touches $y=x$ at the origin.


Fig. 60
11. The equation $\left(\frac{x}{a}\right)^{\frac{1}{2}}+\left(\frac{y}{b}\right)^{\frac{1}{2}}=1$ represents a common parabola, the origin being a point on the directrix, and the axes tangents to the curve. Show that $R=2(a x+b y)^{\frac{3}{2}} / a b$. [Fractional indices may be avoided by using $x=a \cos ^{4} \theta, y=b \sin ^{4} \theta$.]
12. Find $R$ at any point of the curve $x=a \cos 0, y=a \sin \theta$.
13. In the hypocycloid $x^{\frac{2}{3}}+y^{\frac{2}{3}}=a^{\frac{3}{3}}$ (Fig. 18) show that $R=3 \sqrt[3]{a x y}$ $=3$ times the perpendicular from the origin on the tangent (Ex. 3, p. 46).
14. Show that the radius of curvature at any point of the cycloid $x=a(0-\sin \theta), y=a(1-\cos \theta)$ is $-4 a \sin \frac{1}{2} \theta=$ twice the normal $P B$ (Fig. 60).
15. Also that $\alpha=a(\theta+\sin 0), \beta=-a(1-\cos \theta)$, and hence (see Fig. 20) that the evolute is an equal cycloid.
16. Show that $R=\infty$ at a point of inflexion.
17. At any point of a curve $R=\frac{d s^{2}}{\sqrt{\left(d^{2} x\right)^{2}+\left(d^{2} y\right)^{2}-\left(d^{2} s\right)^{2}}}$. (See Ex. 16, p. 70.)

## CHAPTER XIX.

## INTEGRATION. ELEMEN'TARY ILLUSTRATIONS.

91. Prop. The limit, when $n$ is infinite, of the sum of $n$ infinitesimals of the same sign is not changed if the infinitesimals are replaced by equivalent ones (§ 15).

Let the given infinitesimals be $\alpha_{1}, \alpha_{2}, \ldots$ and let $\beta_{1}, \beta_{2}, \ldots$ be equivalents. By a theorem of algebra $\left(\beta_{1}+\beta_{2}+\ldots\right) /\left(\alpha_{1}+\alpha_{2}+\ldots\right)$ lies in value between the greatest and the least of the fractions* $\beta_{1} / \alpha_{1}, \beta_{2} / \alpha_{2}, \ldots$ But each of these fractions $\doteq 1$ by hypothesis. Hence

$$
\begin{gathered}
£\left(\beta_{1}+\beta_{2}+\ldots\right)=£\left(\alpha_{1}+\alpha_{2}+\ldots\right) \\
£ \Sigma \beta=£ \Sigma \alpha
\end{gathered}
$$

Hence (§16) the limit of the sum depends only upon the infinitesimals of the lowest order.
92. In particular, if $y$ is a function, and $\Delta y$ and $d y$ the infinitesimal increment and differential corresponding to the infinitesimal increment of the variable, then (§42) $\Delta y=d y+I$, and hence $£ \Sigma \Delta y=£ \Sigma d y$. This will be further considered in the following article, and a special notation will be employed for the limit of a sum.

[^18]93. Let $F(x)$ be a function of $x, f(x)$ its derivative, and suppose $F(x)$ and $f(x)$ to be continuous from $x=a$ to $x=b$. When $x$ changes from $a$ to $b$ the change in $F(x)$ is $F(b)-F(a)$, or, in symbols,
$$
[F(x)]^{b}=F(b)-F(a)
$$

Suppose that $x$ changes by the successive addition of infinitesimali ncrements. When $x$ has the increment $d x$ ] the corresponding increment of $F(x)$ is, $\S 42(2), f(x) d x+I$, where $I$ stands for the higher infinitesimals. Hence $F(b)-$ $F(a)=$ the limit of the sum of all such terms as $f(x) d x$, while $x$ changes from $a$ to $b, d x$ approaching its limit 0 and the number of terms being infinite. Let this sum-limit be expressed by $\int_{a}^{b} f(x) d x$. Then

$$
\int_{a}^{b} f(x) d x=[F(x)]_{a}^{b}=F(b)-F(a) .
$$

Hence, $f(x)$ being a function of $x$ which is continuous from $x=a$ to $x=b$, to find the limit of the sum of all such terms as $f(x) d x$ when $x$ changes from $a$ to $b$ we must seek the function $F(x)$ of which the differential is $f(x) d x$, substitute therein $b$ and $a$ successively for $x$, and subtract the second result from the first.

This process, which is analogous to summation,* is called integration (the making of a whole from infinitesimal parts); $F(x)$ is called the integral of $f(x) d x$, and $f(x) d x$ is called an element of the integral; $a$ and $b$ are called the limits $\dagger$ of the integration; $\int_{a}^{b} f(x) d x$ is read "integral from $a$ to $b$ (or between $a$ and $b$ ) of $f(x) d \dot{x}$."

* Historically, the symbol $\int$ is the old form of the letter $s$, the initial letter of the word sum.
$\dagger$ This meaning of the word limit is not the same as that employed elsewhere. It here signifies a value of the variable at one end of its range.

It should be noticed that $d x$ is here regarded as an infinitesimal increment of $x$, and that the element or differential $f(x) d x$ is (§42) the increment of the function $F(x)$
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Fig. 62.
when the higher infinitesimals are omitted or disregarded. The practical applications of integration depend upon the fact that the element can be written down when $F(x)$ is unknown.

## Illustrations.

94. Areas of curves. Let $y=f(x)$ be the equation of a continuous curve $C D$. Let $O A=a, O B=b, O M=x, M P=y$, $M N=d x, R Q=\Delta y$, and let it be required to find the area $A B D C$.

When $x$ has the increment $d x$, the increment of the area is $M N Q P=$ rectangle $M R+P R Q . \quad M R=y d x$, and $P R Q<S R$ which $=d x \Delta y$ and is therefore a higher infinitesimal. Hence the element of the area is $y d x$.*
$\therefore$ the area $A B D C=\int_{a}^{b} y d x=\int_{a}^{b} f(x) d x=[F(x)]_{a}^{b}$,
where $F(x)$ is the function of which the differential is $f(x) d x$; e.g., the function of which the differential is $x^{n} d x$ is $\frac{1}{n+1} x^{n+1}$ except when $n=-1$, in which case it is $\log x$.

[^19]In other words, we imagine the area to be divided into narrow strips by lines drawn parallel to $O Y$, express the area of a strip as a differential or infinitesimal element (all infinitesimals of an order higher than the first being omitted) and then integrate. The whole area is seen to be the limit of the sum of the rectangles as their breadth $\doteq 0$ and their number becomes infinite.

Ex. 1. To find the area $O B D$ of the curve $y=x^{3}$, Fig. 63, the limits of $x$ being 0 and 1 .
The area $=\int_{0}^{1} y d x=\int_{0}^{1} x^{3} d x=\left[\frac{1}{4} x^{4}\right]_{0}^{1}=\frac{1}{4}$, i.e., the area is onefourth of the square on $O B$.
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Fig. 64.


Fig. 65.
2. The area of the parabola $y^{2}=4 a x$, Fig. 64 ; from $x=0$ to $x=h$ is
$\int_{0}^{h} y d x=\int_{0}^{h} \sqrt{4 a} \cdot x^{\frac{1}{2}} d x=\left[\sqrt{4 a} \cdot \frac{2}{3} x^{2}\right]_{0}^{h}$ $=\frac{2}{3} \sqrt{4 a} \cdot h^{3}=\frac{2}{3} h \cdot \sqrt{4 a h}=\frac{2}{3} O B \cdot B D$
$=$ two-thirds of the rectangle having the same base and height.
3. The area of the curve $y=\sin x$, Fig. 65, from $x=0$ to $x=\pi$ is

$$
\int_{0}^{\pi} \sin x d x=[-\cos x]_{0}^{\pi}=2
$$

i.e., twice the square on the maximum ordinate.
95. Volumes of solids of revolution. Suppose the curve, Fig. 61, to revolve about $O X$ and generate a solid. The rectangles $M R, M Q$ generate cylinders of infinitesimal thickness $d x$, and radii $y, y+\Delta y$, and therefore of volume $\pi y^{2} d x$,
$\pi(y+\Delta y)^{2} d x$. The latter $=\pi y^{2} d x$ when the higher infinitesimals are omitted. Hence the volume element $=\pi y^{2} d x$.
$\therefore$ the whole volume $=\pi \int_{a}^{b} y^{2} d x$.
In other words, we imagine the solid to be divided into thin slices by planes perpendicular to $O Y$, express the volume of a slice as a differential or infinitesimal element, and then integrate. The whole volume is thus the limit of the sum of cylinders of volume $\pi y^{2} d x$, i.e., of the cylinders formed by the revolution of the rectangles of Fig. 62.

Ex. 1. The volume formed by the revolution of $O B D$, Fig. 63, round $O X$ is

$$
\pi \int_{0}^{1} y^{2} d x=\pi \int_{0}^{1} x^{6} d x=\pi\left[\frac{1}{7} x^{7}\right]_{0}^{1}=\frac{1}{7} \pi .
$$

2. When the area of the parabola $y^{2}=4 a x$ from $x=0$ to $x=h$ revolves about $O X$ the volume is

$$
\pi \int_{0}^{h} y^{2} d x=\pi \int_{0}^{h} 4 a x d x=\pi\left[4 a \cdot \frac{1}{2} x^{2}\right]_{0}^{-h}=\frac{1}{2} \pi(4 a h) h=\frac{1}{2} \pi B D^{2} . O B,
$$

i.e., one-half of the cylinder having the same base and height.

## CHAPTER XX.

## FUNDAMENTAL INTEGRALS. I.

96. We have seen that

$$
\int_{a}^{3} f(x) d x=[F(x)]_{a}^{b},
$$

$F(x)$ being the function of which $f(x) d x$ is the differential. If the limits are not expressed,* we may write

$$
\int f(x) d x=F(x),
$$

and hence $\int$ may be regarded as a symbol which indicates the operation of going from the differential $f(x) d x$ back to the primitive function $F(x)$, or of finding the antidifferential of $f(x) d x$, or the antiderivative of $f(x)$. By this operation we can discover only the variable part of the primitive function; e.g., $\int 2 x d x=x^{2}$, or $x^{2}+1$, or $x^{2}+c$, where $c$ may be any constant (any quantity independent of $x$ ). To every integral thus obtained from a differential there should $\therefore$ be added a constant, the value of which must depend upon special data; we should then write

$$
\int f(x) d x=F(x)+c .
$$

[^20]If we are hereafter to substitute limits, the constant $c$ need not be expressed, inasmuch as it would disappear in subtracting. We shall accordingly, as a rule, omit the constant, but its presence is always understood.
97. The various processes by which integrals are obtained consist almost entirely in so changing the form of given differentials as to make them appear as particular cases of the fundamental ones given below.

## Differentials.

Integrals.
$d\left(v^{n}\right)=n v^{n-1} d v \quad$ (A) $, \therefore \int v^{n} d v=\frac{v^{n+1}}{n+1}, n \neq-1(a)$
$d \sqrt{v}=\frac{d v}{2 \vee \bar{v}}$
(B), $\therefore \int \frac{d \dot{v}}{2 \sqrt{v}}=\sqrt{v}$
$d\left(\frac{1}{v}\right)=-\frac{d v}{v^{2}}$
$\left(\mathrm{B}_{1}\right), \therefore \int \frac{d v}{v^{2}}=-\frac{1}{v}$
$d\left(a^{v}\right)=A a^{v} d v$
(E), $\therefore \int a^{v} d v=a^{v} / A$,
$A=\log _{e} a$
$d\left(e^{v}\right)=e^{v} d v$
(F), $\therefore \int e^{v} d v=e^{v}$
$d(\log v)=\frac{d v}{v}$
(G), $\therefore \int \frac{d v}{v}=\log v$
$d(\sin v)=\cos v d v$
(H), $\therefore \int \cos v d v=\sin v$
$d(\cos v)=-\sin v d v$
(I), $\therefore \int \sin v d v=-\cos v$
$d(\tan v)=\sec ^{2} v d v$
(J), $\therefore \int \sec ^{2} v d v=\tan v$
$d(\cot v)=-\operatorname{cosec}^{2} v d v$
$(\mathrm{K}), \therefore \int \operatorname{cosec}^{2} v d v=-\cot v(k)$

## Differentials.

## Integrals.

$d(\sec v)=\sec v \tan v d v$
(L) , $\therefore \int \sec v \tan v d v=\sec v(l)$
$d(\operatorname{cosec} v)=-\operatorname{cosec} v \cot v d v(\mathbf{M}), \therefore \int \operatorname{cosec} v \cot v d v$

$$
\begin{equation*}
=-\operatorname{cosec} v(m) \tag{n}
\end{equation*}
$$

$d\left(\sin ^{-1} \frac{v}{a}\right)=\frac{d v}{\sqrt{a^{2}-v^{2}}}$
(N), $\therefore \int \frac{d v}{\sqrt{a^{2}-v^{2}}}=\sin ^{-1} \frac{v}{a}$
$d\left(\tan ^{-1} \frac{v}{a}\right)=\frac{a d y}{a^{2}+v^{2}}$
(P), $\therefore \int \frac{d v}{a^{2}+v^{2}}=\frac{1}{a} \tan ^{-1} \frac{v}{a}$
$d\left(\sec ^{-1} \frac{v}{a}\right)=\frac{a d v}{v \sqrt{v^{2}-a^{2}}}$
(Q), $\therefore \int \frac{d v}{v \sqrt{v^{2}-a^{2}}}=\frac{1}{a} \sec ^{-1} \frac{v}{a}(q)$

To these may be added: *

$$
\begin{align*}
& \begin{aligned}
& \int \frac{d v}{\sqrt{v^{2} \pm a^{2}}}=\log \left(v+\sqrt{v^{2} \pm a^{2}}\right) \\
&\left.\begin{array}{rl}
\int \frac{d v}{a^{2}-v^{2}} & =\frac{1}{2 a} \log \left(\frac{a+v}{a-v}\right), \quad v|<| a, \\
& =\frac{1}{2 a} \log \left(\frac{a+v}{v-a}\right), \quad v|>| a,
\end{array}\right\} \\
& \int \frac{d v}{v \sqrt{a^{2} \pm v^{2}}}=\frac{1}{a} \log \left(\frac{v}{a+\sqrt{a^{2} \pm v^{2}}}\right)
\end{aligned} \tag{r}
\end{align*}
$$

and

We add the hyperbolic equivalents of $(r),(s)$, and $(t)$.

$$
\left.\begin{array}{l}
\int \frac{d v}{\sqrt{v^{2}+a^{2}}}=\sinh ^{-1} \frac{v}{a}, \\
\int \frac{d v}{\sqrt{v^{2}-a^{2}}}=\cosh ^{-1} \frac{v}{a},
\end{array}\right\}
$$

* Formule $(r),(s),(t)$ should be committed to memory with thic others, as they are of fundamental importance. It will be seen later that they may be deduced from the preceding formulæ. Compare carefully $(n)$ and $(r),(p)$ and $(s),(q)$ and $(t)$. Notice that $\int \frac{d v}{v^{2}-q^{2}}$ $=-\int \frac{d v}{a^{2}-v^{2}}$ and is therefore known from (s).

$$
\begin{align*}
& \text { 97.] } \left.\begin{array}{rl}
\int \frac{d v}{a^{2}-v^{2}} & =\frac{1}{a} \tanh ^{-1} \frac{v}{a}, \quad v|<| a, \\
& =\frac{1}{a} \operatorname{coth}^{-1} \frac{v}{a}, \quad v|>| a,
\end{array}\right\} \\
& \text { and } \left.\begin{array}{rl}
\int \frac{d v}{v \sqrt{a^{2}+v^{2}}}= & -\frac{1}{a} \sinh ^{-1} \frac{a}{v}=-\frac{1}{a} \operatorname{cosech}^{-1} \frac{v}{a}, \\
\int \frac{d v}{v \sqrt{a^{2}-v^{2}}}= & -\frac{1}{a} \cosh ^{-1} \frac{a}{v}=-\frac{1}{a} \operatorname{sech}^{-1} \frac{v}{a}
\end{array}\right\}
\end{align*}
$$

## CHAPTER XXI.

FUNDAMENTAL INTEGRALS. II.

Examples. Formule (a) to (g).

1. $\int a x^{3} d x=\frac{1}{4} a x^{4}, \int\left(a x^{3}+b\right) d x=\frac{1}{4} a x^{4}+b x$,

$$
\int \frac{2 d x}{x^{3}}=\int 2 x^{-3} d x=\frac{2 x^{-2}}{-2}=-\frac{1}{x^{2}}, \int \frac{d x}{x^{2}}=-\frac{1}{x} .
$$

2. $\int\left(x^{y}-a^{2}\right)^{2} d x=\int\left(x^{4}-2 a^{2} x^{2}+a^{4}\right) d x=\frac{1}{5} x^{5}-\frac{2}{3} a^{2} x^{3}+a^{4} x$.
3. $\int\left(x^{2}-2\right)^{\frac{3}{2}} x d x=\frac{1}{2} \int\left(x^{2}-2\right)^{\frac{3}{2}} d\left(x^{2}-2\right)=\frac{1}{5}\left(x^{2}-2\right)^{\frac{5}{2}}$.
4. $\int \frac{x d x}{\sqrt{a^{2}-x^{2}}}=-\int \frac{d\left(a^{2}-x^{2}\right)}{2 \sqrt{a^{2}-x^{2}}}=-\sqrt{a^{2}-x^{2}}$, by (b).
5. $\int \frac{x d x}{a^{2}-x^{2}}=-\frac{1}{2} \int \frac{d\left(a^{2}-x^{2}\right)}{a^{2}-x^{2}}=-\frac{1}{2} \log \left(a^{2}-x^{2}\right)$, by $(g)$.
6. $\int \frac{\left(1-x^{2}\right)^{2}}{x} d x=\int \frac{1-2 x^{2}+x^{4}}{x} d x=\int\left(\frac{1}{x}-2 x+x^{3}\right) d x$ $=\log x-x^{2}+\frac{1}{4} x^{4}$.
7. $\int e^{-2 x} d x=-\frac{1}{2} \int e^{-2 x} d(-2 x)=-\frac{1}{2} e^{-2 x}$, by $(f)$.
8. $\int x e^{-x^{2}} d x=-\frac{1}{2} \int e^{-x^{2}} d\left(-x^{2}\right)=-\frac{1}{2} e^{-x^{2}}$.
9. $\int a x^{2} d x=3 a x^{3}$. 10. $\int x^{-1} d x=-3 x^{-1}$.
10. $\int \frac{x d x}{a^{2}+x^{2}}=\log \sqrt{a^{2}+x^{2}}$.
11. $\int(a+b x)^{3} d x=\frac{(a+b x)^{4}}{4 b}$.
12. $\int \sqrt{ } 2 \overline{a x-x^{2}}(a-x) d x=\frac{1}{3}\left(2 a x-x^{2}\right)^{\frac{3}{2}}$.
13. $\int e^{a x} d x=e^{a x} / a$.
14. $\int \frac{d x}{a-x}=\log \left(\frac{1}{a-x}\right)$.
15. $\int \frac{d x}{(a-x)^{4}}=\frac{1}{3(a-x)^{3}}$.
16. $\int \frac{x-2}{x \sqrt{x}} d x=\frac{2}{\sqrt{x}}(x+2)$.
i8. $\int \frac{x^{2} d x}{a^{3}-x^{3}}=\frac{1}{3} \log \left(\frac{1}{a^{3}-x^{3}}\right)$.
17. $\int(\log x)^{n} \frac{d x}{x}=\frac{(\log x)^{n+1}}{n+1}$.
18. $\int \frac{d x}{x \log x}=\log (\log x)$.
19. $\int_{0}^{a} a d x=a^{2}$.
20. $\int_{1}^{4} 3 \sqrt{x} d x=14$.
21. $\int_{0}^{1} x^{-\frac{1}{2}} d x=2$. 24. $\int_{1}^{\infty} \frac{d x}{x^{4}}=\frac{1}{3}$.*
22. $\int_{a}^{a e} \frac{d x}{x}=1$.
23. $\int_{0}^{\infty} e^{-a x} d x=\frac{1}{a}$.
24. $\int_{2}^{a}(a x+1) d x=\frac{1}{2} a^{3}-a-2$.
25. $\int_{0}^{1} e^{x} d x=e-1$.
26. $\int_{0}^{1} x^{n} d x=\frac{1}{n+1}$.
27. $\int_{a}^{2 a} \sqrt{x-a} d x=\frac{2}{3} a^{3}$.
28. $\int_{-a}^{a}(a \pm x)^{n} d x=\frac{(2 a)^{n+1}}{n+1}$.
29. $\int_{0}^{2} \frac{x d x}{4+x^{2}}=\frac{1}{2} \log 2$.
30. $\int_{a}^{\infty} \frac{d x}{(a+x)^{n}}=\frac{1}{(n-1)(2 a)^{n-1}}, \quad n>1$.
31. $\int_{0}^{1}\left(a+b x+c x^{2}\right) x-d x=\frac{1}{12}(6 a+4 b+3 c)$.

* It is implied in § 92 that $a$ and $b$ are assigned values of $x$. In this example $\frac{1}{3}$ is to be understood as the limit of $\int_{1}^{b} \frac{d x}{x^{4}}$ when $b$ is infinite.

35. $\int_{0}^{\frac{1}{2} a} \frac{x d x}{\left(a^{2}-x^{2}\right)^{2}}=\frac{1}{6 a^{2}}$.
36. $\int_{0}^{a} \frac{x d x}{\sqrt{a^{2}+x^{2}}}=a(\sqrt{2}-1)$.
37. $\int_{1}^{2} \frac{\log x}{x} d x=\frac{1}{2}(\log 2)^{2}$.
38. $\int_{0}^{\infty} x^{3} e^{-x^{4}} d x=\frac{1}{4}$.
39. $\int_{0}^{a}(a-x)^{2} x^{\frac{1}{2}} d x=\frac{16}{105} a^{\frac{7}{2}}$.
40. $\int_{0}^{2 a} \frac{d x}{\sqrt{2 a-x}}=2 \sqrt{2 a}$.
41. $\int_{0}^{a} \frac{(a-x) d x}{\sqrt{2 a x-x^{2}}}=a$.
42. $\int_{0}^{1} 3^{3 x} d x=26 / \log 27$.

## CHAPTER XXII.

## FUNDAMENTAL INTEGRALS. III.

Examples. Formule ( $h$ ) to ( $m$ ).

1. $\int \sin 3 \theta d \theta=\frac{1}{3} \int \sin 3 \theta d(3 \theta)=-\frac{1}{3} \cos 3 \theta$.
2. $\int \cos 5 \theta \cos 3 \theta d \theta=\frac{1}{2} \int(\cos 8 \theta+\cos 2 \theta) d \theta$ $=\frac{1}{2}\left(\frac{\sin 8 \theta}{8}+\frac{\sin 2 \theta}{2}\right)$.
3.* $\int \frac{d \theta}{\sin \theta \cos \theta}=\int \frac{\sec ^{2} \theta d \theta}{\tan \theta}=\int \frac{d \tan \theta}{\tan \theta}=\log (\tan \theta)$.
3. $\int \frac{d \theta}{\sin \theta}=\int \frac{d \theta}{2 \sin \frac{1}{2} \theta \cos \frac{1}{2} \theta}=\int \frac{d\left(\frac{1}{2} \theta\right)}{\sin \frac{1}{2} \theta \cos \frac{1}{2} \theta}=\log \left(\tan \frac{1}{2} \theta\right)$,
by Ex. 3.
4. $\int \frac{d \theta}{\cos \theta}=\int \frac{d\left(\frac{1}{2} \pi+\theta\right)}{\sin \left(\frac{1}{2} \pi+\theta\right)}=\log \tan \left(\frac{1}{4} \pi+\frac{1}{2} \theta\right)$, by Ex. 4,
or

$$
=\log (\sec \theta+\tan \theta) \cdot \dagger
$$

[^21]The integrals of Exs. 5, 4, 3 may also be expressed thus (see footnote, p. 36):

$$
\int \frac{d \theta}{\cos \theta}=\lambda(\theta), \int \frac{d \theta}{\sin \theta}=\lambda\left(\theta-\frac{1}{2} \pi\right), \int \frac{d \theta}{\sin \theta \cos \theta}-\lambda\left(2 \theta-\frac{1}{2} \pi\right) .
$$

Numerical valuas of $\lambda(\theta)$ are given at the end of the book.
6. $\int \tan \theta d \theta=\int \frac{\sin \theta d \theta}{\cos \theta}=-\log \cos \theta=\log \sec \theta$.
7. $\int \cot \theta d \theta=\int \frac{\cos \theta d \theta}{\sin \theta}=\log \sin \theta$.
8. $\int \sin ^{2} \theta d \theta=\frac{1}{2} \int(1-\cos 2 \theta) d \theta=\frac{1}{2}\left(\theta-\frac{1}{2} \sin 2 \theta\right)$.
9. $\int \cos ^{2} \theta d \theta=\frac{1}{2} \int(1+\cos 2 \theta) d \theta=\frac{1}{2}\left(\theta+\frac{1}{2} \sin 2 \theta\right)$.
10. $\int \tan ^{2} \theta d \theta=\int\left(\sec ^{2} \theta-1\right) d \theta=\tan \theta-\theta$.
11. $\int \sin ^{2} \theta \cos ^{2} \theta d \theta=\frac{1}{4} \int \sin ^{2} 2 \theta d \theta=\frac{1}{8} \int(1-\cos 4 \theta) d \theta$

$$
=\frac{1}{8}\left(\theta-\frac{1}{4} \sin 4 \theta\right)
$$

12. $\int \frac{\cos \theta d \theta}{\sin ^{5} \theta}=\int(\sin \theta)^{-5} d(\sin \theta)=-\frac{1}{4 \sin ^{4} \theta}$.
13. $\int \cos (3 \theta-1) d \theta=\frac{1}{3} \sin (3 \theta-1)$. 14. $\int \sec ^{2} 4 \theta d \theta=\frac{1}{4} \tan 4 \theta$.
14. $\int \frac{\sin ^{3} \theta}{\cos ^{5} \theta} d \theta=\frac{1}{4} \tan ^{4} \theta . \quad$ 16. $\int \cos ^{2} n \theta d \theta=\frac{1}{2} \theta+\frac{1}{4}(\sin 2 n \theta) / n$.
15. $\int \frac{d \theta}{\sin \theta+\cos \theta}=\frac{1}{2} \sqrt{2} \log \tan \left(\frac{1}{8} \pi+\frac{1}{2} \theta\right)=\frac{1}{2} \sqrt{2} \lambda\left(\theta-\frac{1}{4} \pi\right)$.
16. $\int \sqrt{1+\cos \theta} d \theta=2 \sqrt{2} \sin \frac{1}{2} \theta$.
17. $\int \frac{d \theta}{\sqrt{1+\cos \theta}}=\sqrt{2} \log \tan \frac{1}{4}(\pi+\theta)=\sqrt{2} \lambda\left(\frac{1}{2} \theta\right)$.
18. $\int \sqrt{1 \pm \sin \theta} d \theta=2\left(\sin \frac{1}{2} \theta \mp \cos \frac{1}{2} \theta\right)$.
19. $\int \frac{d \theta}{1+\cos \theta}=\tan \frac{1}{2} \theta$.
20. $\int \frac{d \theta}{1+\sin \theta}=\tan \left(\frac{1}{2} \theta-\frac{1}{4} \pi\right)$.
21. $\int \sin 5 \theta \cos 3 \theta d \theta=-\frac{1}{4}\left(\cos 2 \theta+\frac{1}{4} \cos 8 \theta\right)$.
22. $\int \sin 3 \theta \sin 2 \theta d \theta=\frac{1}{2}\left(\sin \theta-\frac{1}{5} \sin 5 \theta\right)$.
23. $\int \sin ^{5} \theta d \theta=\int\left(1-\cos ^{2} \theta\right)^{2} \sin \theta d \theta=-\cos \theta+\frac{2}{3} \cos ^{3} \theta-\frac{1}{5} \cos ^{5} \theta$.
24. $* \int \sin ^{4} \theta d \theta=\int\left(\frac{1-\cos 2 \theta}{2}\right)^{2} d \theta$

$$
=\frac{1}{4} \int\left[1-2 \cos 2 \theta+\frac{1}{2}(1+\cos 4 \theta)\right]=\frac{3}{8} \theta-\frac{1}{4} \sin 2 \theta+\frac{1}{32} \sin 4 \theta \text {. }
$$

27. $\int \tan ^{3} \theta d \theta=\int\left(\sec ^{2} \theta-1\right) \tan \theta d \theta=\frac{1}{2} \tan ^{2} \theta+\log \cos \theta$.
28. $\int \frac{\sin ^{3} \theta d \theta}{\cos ^{2} \theta}=-\int \frac{\left(1-\cos ^{2} \theta\right) d \cos \theta}{\cos ^{2} \theta}=\sec \theta+\cos \theta$.
29. $\int \cos ^{4} \theta \sin ^{3} \theta d \theta=-\int \cos ^{4} \theta\left(1-\cos ^{2} \theta\right) d \cos \theta=-\frac{1}{5} \cos ^{5} \theta+\frac{1}{7} \cos ^{7} \theta$.
30. $\int \frac{d \theta}{\sin ^{2} \theta \cos ^{2} \theta}=\tan \theta-\cot \theta$. 31. $\int \frac{\sin \frac{1}{2} \theta}{\sin \theta} d \theta=\log \tan \frac{1}{4}(\pi+\theta)$
31. $\int \frac{\sin ^{2} \theta d \theta}{\cos \theta}=\log \tan \left(\frac{1}{4} \pi+\frac{1}{2} \theta\right)-\sin \theta=\lambda(\theta)-\sin \theta$.
32. $\int \frac{d \theta}{\cos ^{4} \theta}=\int\left(1+\tan ^{2} \theta\right) \sec ^{2} \theta d \theta=\tan \theta+\frac{1}{3} \tan ^{3} \theta$.
33. $\int_{0}^{\pi} \sin \theta d \theta=2$.
34. $\int_{0}^{\pi} \cos \theta d \theta=0$.
35. $\int_{0}^{\frac{1}{2} \pi} \frac{d \theta}{\cos ^{2} \theta}=1$.
36. $\int_{0}^{\frac{1}{2} \pi} \tan ^{2} \theta d \theta=1-\frac{1}{4} \pi$.
37. $\int_{0}^{\frac{1}{2} \pi} \sin ^{2} \theta d \theta=\frac{1}{4} \pi=\int_{0}^{\frac{1}{2} \pi} \cos ^{2} \theta d \theta$. 39. $\int_{0}^{\frac{1}{2} \pi} \frac{\sin \cdot \theta d \theta}{\cos ^{2} \theta}=\sqrt{2}-1$.

[^22]40. $\int_{\frac{1}{2} \pi}^{\frac{1}{2} \pi} \frac{d \rho}{\tan \theta}=\frac{1}{2} \log 2=\cdot 347$ *. 41. $\int_{0}^{\frac{1}{3} \pi} \sec ^{3} \theta \tan \theta d \theta=2 \frac{1}{3}$.
42. $\int_{\frac{1}{2} \pi}^{\frac{1}{2} \pi} \cot ^{3} \theta d 0=\frac{1}{2}(1-\log 2)=\cdot 153$.
43. $\int_{0}^{\frac{1}{2} \pi} \tan ^{4} \theta d \theta=\cdot 119$.
44. $\int_{0}^{t \pi \pi} \frac{d \theta}{\cos 2 \theta}=\frac{1}{2} \log \tan \frac{5}{12} \pi=\cdot 658=\frac{1}{2} \lambda\left(\frac{1}{3} \pi\right)$.
45. $\int_{0}^{\frac{1}{2}} \sec \theta d \theta=521$.
46. $\int_{\frac{1}{2} \pi}^{\pi} \frac{(1+\cos \theta) d \theta}{\theta+\sin \theta}=\log \left(\frac{2 \pi}{\pi+2}\right)=\cdot 201$.

* Use the tables at the end of the book.


## CHAPTER XXIII.

FUNDAMENTAL INTEGRALS. IV.
Examples. Formule ( $n$ ) to ( $t$ ').

1. $\int \frac{d x}{a^{2}} \frac{x^{2}}{=}=\int_{2 a}^{1}\left[\frac{1}{a+x}+\frac{1}{a-x}\right] d x=\frac{1}{2 a} \log \left(\frac{a+x}{a-x}\right)$.

It also $=\int \frac{1}{2 a}\left[\frac{1}{a+x}-\frac{1}{x-a}\right] d x={ }_{2 a}^{1} \log \left(\frac{a+x}{x-a}\right)$.
This is ( $s$ ).
2. $\int \frac{d x}{\sqrt{4-3 x^{2}}}=\frac{1}{\sqrt{3}} \int \frac{d(x \sqrt{3})}{\sqrt{2^{2}-(x \sqrt{ } \overline{3})^{2}}}=\frac{1}{\sqrt{3}} \sin ^{-1}\left(x \frac{\sqrt{3}}{2}\right)$.
3. $\int \frac{x d x}{\sqrt{1-x^{4}}}=\frac{1}{2} \int \frac{d\left(x^{2}\right)}{\sqrt{1-\left(x^{2}\right)^{2}}}=\frac{1}{2} \sin ^{-1}\left(x^{2}\right)$.
4. $\int \frac{d x}{\sqrt{2 a x-x^{2}}}=\int \frac{d(x-a)}{\sqrt{a^{2}-(x-a)^{2}}}=\sin ^{-1}\left(\frac{x-a}{a}\right)$.
5. $\int \frac{d x}{\sqrt{x^{2} \pm 2 a x}}=\int \frac{d(x \pm a)}{\sqrt{(x \pm a)^{2}-a^{2}}}=\log \left(x \pm a+\sqrt{x^{2} \pm 2 a x}\right)$.
6. $\int \frac{d x}{2 a x-x^{2}}=\frac{1}{2 a} \log \left(\frac{x}{2 a-x}\right)$. 7. $\int \frac{d x}{x^{2}+2 a x}=\frac{1}{2 a} \log \left(\frac{x}{x^{2}+2 a}\right)$.
8. $\int \frac{d x}{x \sqrt{x^{2}-a^{2}}}=\int \frac{d x}{x^{2} \sqrt{1-\frac{a^{2}}{x^{2}}}}=-\frac{1}{a} \int \frac{d\left(\frac{a}{x}\right)}{\sqrt{1-\left(\frac{a}{x}\right)^{2}}}=-\frac{1}{a} \sin ^{-1}\left(\frac{a}{x}\right)$.
*The integral is also $\frac{1}{a} \sec ^{-1} \frac{x}{a}$. These apparently different results differ only by a constant (in this case $\pi / 2 a$ ), and therefore have the same differential.

In a similar manner deduce $(t)$ from ( $r$ ) and ( $t^{\prime}$ ) from ( $r^{\prime}$ ).
9. $\int \frac{x^{2} d x}{1+x^{6}}=\frac{1}{3} \tan ^{-1} x^{3}$.
10. $\int \frac{x^{2} d x}{1-x^{6}}=\frac{1}{6} \log \left(\frac{1+x^{3}}{1-x^{3}}\right)$.
11. $\int \frac{x d x}{\sqrt{a^{4}-x^{4}}}=\frac{1}{2} \sin ^{-1}\left(\frac{x^{2}}{a^{2}}\right)$.
12. $\int \frac{d x}{e^{x}+e^{-x}}=\tan ^{-1} e^{x}$.
13. $\int \frac{d x}{\sqrt{e^{2 x}-1}}=\sec ^{-1} e^{x}$.
14. $\int \frac{d x}{\sqrt{1-e^{2 x}}}=-\operatorname{sech}^{-1} e^{x}$.
15. $\int \frac{d x}{2 x^{2}-2 x+1}=\frac{1}{2} \int \frac{d x}{\left(x^{2}-x+\frac{1}{4}\right)+\frac{1}{4}}=\frac{1}{2} \int \frac{d\left(x-\frac{1}{2}\right)}{\left(x-\frac{1}{2}\right)^{2}+\left(\frac{1}{2}\right)^{2}}$

$$
=\tan ^{-1}(2 x-1)
$$

16. $\int \frac{d x}{\sqrt{1-x-x^{2}}}=\sin ^{-1}\left(\frac{2 x+1}{\sqrt{5}}\right)$.
17. $\int \frac{d x}{\sqrt{1+x+x^{2}}}=\sinh ^{-1}\left(\frac{2 x+1}{\sqrt{3}}\right)$.
18. $\int \frac{d x \sqrt{x^{2}-a^{2}}}{x}=\sqrt{x^{2}-a^{2}}-a \sec ^{-1} \frac{x}{a}$.
[Rationalize the numerator.]
19. $\int \frac{d x \sqrt{a^{2}-x^{2}}}{x}=\sqrt{a^{2}-x^{2}}-a \operatorname{sech}^{-1} \frac{x}{a}$.
20. $\int d x \sqrt{\frac{a-x}{a+x}}=\sqrt{a^{2}-x^{2}}+a \sin ^{-1} \frac{x}{a}$.
21. $\int \frac{d x}{x} \sqrt{\frac{x+a}{x-a}}=\sec ^{-1} \frac{x}{a}+\cosh ^{-1} \frac{x}{a}$.
22. $\int \frac{d x}{x \sqrt{4 x^{2}-9}}=\frac{1}{3} \sec ^{-1}\left(\frac{2}{3} x\right)$.
23. $\int \frac{d x}{\sqrt{5 x^{4}-3 x^{2}}}=\frac{1}{\sqrt{3}} \sec ^{-1}\left(x \sqrt{\frac{5}{3}}\right)$.
24. $\int \frac{x^{\frac{1}{2}} d x}{\sqrt{5-4 x^{3}}}=\frac{1}{3} \int \frac{d\left(2 x^{\frac{3}{3}}\right)}{\sqrt{5-\left(2 x^{\frac{3}{2}}\right)^{2}}}=\frac{1}{3} \sin ^{-1}\left(\frac{2 x^{3}}{\sqrt{5}}\right)$.
25. $\int_{0}^{2} \frac{3 d x}{4+9 x^{-}}=\frac{1}{2} \tan ^{-1} 3=\cdot 624$. 26. $\int_{0}^{1} \frac{x d x}{\sqrt{1-x^{4}}}=\frac{1}{4} \pi=\cdot 785$.
26. $\int_{0}^{1} \frac{d x}{2+5 x^{2}}=\frac{1}{10} \sqrt{10} \tan ^{-1}\left(\frac{1}{2} \sqrt{10}\right)=\cdot 318$.
27. $\int_{0}^{\frac{1}{2}} \frac{x d x}{1-x^{4}}=\frac{1}{4} \log _{\frac{5}{3}}=\cdot 128$.
28. $\int_{1}^{2} \frac{d x}{x^{2}+4 x}=\frac{1}{4} \log \frac{5}{3}=\cdot 128$.
29. $\int_{1}^{2} \frac{x d x}{x^{4}+4}=\frac{1}{4} \tan ^{-1} \frac{3}{4}=\cdot 161$.
30. $\int_{1}^{4} \frac{d x}{x^{2}+4}=\frac{1}{2} \tan ^{-1} \frac{3}{4}=\cdot 322$.
31. $\int_{1}^{\infty} \frac{d x}{x \sqrt{2 x^{2}-1}}=\frac{1}{4} \pi=\cdot 785$.
32. $\int_{0}^{1} \frac{x^{\frac{1}{2}} d x^{*}}{\sqrt{8-4 x^{3}}}=\frac{1}{12} \pi=\cdot 262$.

## CHAPTER XXIV.

## INTEGRATION OF RATIONAL FRACTIONS.

98. An algebraic fraction is rational when it contains no surd expressions involving the variable.

If the fraction is improper, it must first be reduced to a mixed quantity.

Ex. 1. $\frac{x^{4}}{1+x^{2}}=x^{2}-1+\frac{1}{1+x^{2}} . \quad \therefore \int \frac{x^{4} d x}{1+x^{2}}=\frac{1}{3} x^{3}-x+\tan ^{-1} x$.
2. $\int \frac{x^{5} d x}{1+x^{2}}=\int\left(x^{3}-x+\frac{x}{1+x^{2}}\right) d x=\frac{1}{4} x^{4}-\frac{1}{2} x^{2}+\frac{1}{2} \log \left(1+x^{2}\right)$.

When the fraction is a proper fraction, it should, in general, be decomposed into partial fractions. See Appendix, Note A.

## Examples.

1. $\frac{x^{2}+3 x+1}{x(x-1)(x+2)}=-\frac{1}{2} \cdot \frac{1}{x}+\frac{5}{3} \cdot \frac{1}{x-1}-\frac{1}{6} \cdot \frac{1}{x+2}$.

$$
\begin{aligned}
\therefore \int \frac{x^{2}+3 x+1}{x(x-1)(x+2)} d x & =-\frac{1}{2} \log x+\frac{5}{3} \log (x-1)-\frac{1}{6} \log (x+2) \\
& =\frac{1}{3} \log \frac{(x-1)^{5}}{\sqrt{x^{4}+2 x^{3}}} .
\end{aligned}
$$

2. $\int \frac{(1+3 x) d x}{x+2 x^{2}+x^{3}}=\int\left(\frac{1}{x}-\frac{1}{1+x}+\frac{2}{(1+x)^{2}}\right) d x$

$$
=\log x-\log (1+x)-\frac{2}{1+x}=\log \left(\frac{x}{1+x}\right)-\frac{2}{1+x}
$$

3. $\int \frac{d x}{(x-a)(x-b)}=\int \frac{d x}{a-b}\left(\frac{1}{x-a}-\frac{1}{x-b}\right)=\frac{1}{a-b} \log \left(\frac{x-a}{x-b}\right)$.
4. $\int \frac{d x}{1+3 x+2 x^{2}}=\log \left(\frac{1+2 x}{1+x}\right)$.
5. $\int \frac{8 x^{5} d x}{1+2 x^{2}}=x^{4}-x^{2}+\frac{1}{2} \log \left(1+2 x^{2}\right)$.
6. $\int \frac{(2 x+1) d x}{x(x+1)(x+2)}=\log (x+1) \sqrt{\frac{x}{(x+2)^{3}}}$.
7. $\int \frac{d x}{x(1+x)^{2}}=\log \left(\frac{x}{1+x}\right)+\frac{1}{1+x}$.
8. $\int \frac{d x}{x^{4}\left(1+x^{2}\right)}=\frac{1}{x}-\frac{1}{3 x^{3}}+\tan ^{-1} x$.
9. $\int \frac{\left(3 x^{2}-1\right) d x}{x^{2}-3 x+2}=3 x+11 \log (x-2)-2 \log (x-1)$.
10. $\int \frac{x^{2} d x}{x^{3}+5 x^{2}+8 x+4}=\log (1+x)+\frac{4}{2+x}$.
11. $\int \frac{\left(x^{3}+1\right) d x}{\dot{x}\left(x^{3}-1\right)}=\frac{2}{3} \log \left(x^{3}-1\right)-\log x$.
12. $\int \frac{(1+x) d x}{x\left(1+x^{2}\right)}=\tan ^{-1} x+\log \frac{x}{\sqrt{1+x^{2}}}$.
13. $\int \frac{2 x d x}{1+x+x^{2}+x^{3}}=\log \frac{\sqrt{1+x^{2}}}{1+x}+\tan ^{-1} x$,
14. $\int \frac{2 x d x}{\left(1+x^{2}\right)\left(3+x^{2}\right)}=\log \left(\frac{1+x^{2}}{3+x^{2}}\right)^{\frac{1}{2}}$.
15. $\int \frac{x d x}{\left(x^{2}+3 x+2\right)^{2}}=\frac{3 x+4}{x^{2}+3 x+2}+3 \log \left(\frac{x+1}{x+2}\right)$.

## CHAPTER XXV.

## INTEGRATION BY SUBSTITUTION.

99. To assist in bringing certain differentials under forms already considered various substitutions are employed, the most important of which will be mentioned in this chapter.

Ex. 1. $\int \frac{d x}{a x+b x^{n}}$. Let $x=\frac{1}{z}$, then $d x=-\frac{d z}{z^{2}}$, and $\frac{d x}{x}=-\frac{d z}{z}$.
Substituting, we have

$$
\begin{gathered}
-\int \frac{z^{n-2} d z}{a z^{n-1}+b}=\frac{\log \left(a z^{n-1}+b\right)}{-a(n-1)}, \text { by }(g), \\
=\frac{1}{a(n-1)} \log \left(\frac{x^{n-1}}{a+b x^{n-1}}\right), \quad \text { when } z \text { is replaced by } \frac{1}{x} .
\end{gathered}
$$

2. Making the same substitution and integrating by (a) we have

$$
\int \frac{d x}{\left(a^{2}-x^{2}\right)^{\frac{3}{2}}}=\frac{x}{a^{2}\left(a^{2}-x^{2}\right)^{\frac{1}{2}}}, \quad \int \frac{d x}{\left(x^{2} \pm a^{2}\right)^{\frac{3}{2}}}= \pm \frac{x}{a^{2}\left(x^{2} \pm a^{2}\right)^{\frac{1}{2}}} .
$$

3. $\int \frac{d v}{\sqrt{v^{2} \pm a^{2}}}$. Let $\sqrt{v^{2} \pm a^{2}}=z$. Then $v^{2} \pm a^{2}=z^{2}$ and $2 v d v=$ $2 z d z$.
or

$$
\begin{gathered}
\therefore \frac{d v}{z}=\frac{d z}{v}=\frac{d(v+z)}{v+z} . \therefore \int \frac{d v}{z}=\log (v+z), \\
\int \frac{d v}{\sqrt{v^{2} \pm a^{2}}}=\log \left(v+\sqrt{v^{2} \pm a^{2}}\right) .
\end{gathered}
$$

Thus formula $(r)$ is deduced from ( $g$ ).
100. Binomial differentials. Any expression of the form $\left(a x^{p}+b x^{q}\right)^{r} d x$, the indices being positive or negative, integers or fractions, may be called a binomial differential. For convenience in making the following statements it will be best to suppose the binomial differential to be given in the form

$$
x^{m}\left(a x^{n}+b\right)^{r} d x
$$

This can be integrated immediately in the following cases:
(1) When $r$ is a positive integer, expand by the Binomial Theorem.
(2) When $\frac{m+1}{n}$ is a positive integer, let $a x^{n}+b=z$.
(3) When $\frac{m+1}{n}+r$ is a negative integer, let $a x^{n}+b=x^{n} z$.
101. When the differential is a function of $a+b x$ let $a+b x=z^{n}$, where $n$ is the L.C.M. of the denominators of the indices.

Ex. $\int \frac{d x}{(1+x)^{\frac{3}{2}}+(1+x)^{\frac{1}{2}}}=\int \frac{2 z d z}{z^{3}+z}$, if $1+x=z^{2}$,

$$
=2 . \int \frac{d z}{1+z^{2}}=2 \tan ^{-1} z=2 \tan ^{-1} \sqrt{1+x}
$$

102. In $\frac{d x}{\left(A x^{2}+B\right) \sqrt{a x^{2}+b}}$ let $a x^{2}+b=x^{2} z^{2}$.
103. $\left.\sin ^{m} \theta d \theta,\right\}$ odd and + , let $\cos \theta=z$, $\sin ^{m} \theta \cos ^{n} \theta d \theta, \quad \therefore \quad \therefore-\sin \theta d \theta=d z$.
$\left.\begin{array}{l}\cos ^{m} \theta d \theta, \\ \sin ^{n} \theta \cos ^{m} \theta d \theta,\end{array}\right\}^{m \text { odd and }+, \text { let } \sin \theta=z,} \begin{aligned} & \therefore \cos \theta d \theta=d z .\end{aligned}$
$\sin ^{m} \theta d \theta, \cos ^{m} \theta d \theta, m$ even and-, let $\tan \theta=z$, $\therefore \cos \theta=1 /\left(1+z^{2}\right)^{\frac{1}{2}}$, $\sin \theta=z /\left(1+z^{2}\right)^{\frac{1}{2}}$, $d \theta=d z /\left(1+z^{2}\right)$.
104. More generally, any rational function of $\sin 0$ or $\cos \theta$ becomes algebraic and rational when $\tan \frac{1}{2} \theta=z$. For

$$
\cos \theta=\left(1-z^{2}\right) /\left(1+z^{2}\right), \sin \theta=2 z /\left(1+z^{2}\right), d \theta=2 d z /\left(1+z^{2}\right)
$$

105. Any rational function of $\tan 0$ becomes algebraic and rutional when $\tan \theta=z$. For $d \theta=d z /\left(1+z^{2}\right)$.
106. Any rational function of $e^{x}$ becomes algebraic and rational when $e^{x}=z$. For $d x=d z / z$.
107. On the other hand, certain algebraic surds are rendered trigonometric and rational by substitution. For
if $x=a \sin \theta,\left(a^{2}-x^{2}\right)^{\frac{1}{2}}=a \cos \theta$;
if $x=a \tan \theta,\left(x^{2}+a^{2}\right)^{\frac{1}{2}}=a \sec \theta$;
if $x=a \sec 0,\left(x^{2}-a^{2}\right)^{\frac{1}{2}}=a \tan \theta$;
if $x=2 a \sin ^{2} 0,\left(2 a x-x^{2}\right)^{\frac{1}{2}}=2 a \sin 0 \cos \theta$;
if $x=2 a \tan ^{2} 0,\left(x^{2}+2 a x\right)^{\frac{1}{2}}=2 a \sec \theta \tan \theta$;
if $x=2 a \sec ^{2} \theta,\left(x^{2}-2 a x\right)^{\frac{1}{2}}=2 a \sec 0 \tan 0$.
Hyperbolic substitutions may also be employed. For
if $x=a \sinh z,\left(x^{2}+a^{2}\right)^{\frac{1}{2}}=a \cosh z$;
if $x=a \cosh z,\left(x^{2}-a^{2}\right)^{\frac{1}{2}}=a \sinh z$;
if $x=2 a \sinh ^{2} z,\left(x^{2}+2 a x\right)^{\frac{1}{2}}=2 a \sinh z \cosh z$;
if $x=2 a \cosh ^{2} z,\left(x^{2}-2 a x\right)^{\frac{1}{2}}=2 a \sinh z \cosh z$.
108. Since $a x^{2}+b x+c=\frac{1}{4 a}\left[(2 a x+b)^{2}+4 a c-b^{2}\right]$, the following general results may be obtained from previous integrations by the substitution $2 a x+b=z$.

$$
\text { (1) } \int \frac{d x}{a x^{2}+b x+c}=\frac{2}{\sqrt{4 a c-b^{2}}} \tan ^{-1}\left(\frac{2 a x+b}{\sqrt{4 a c-b^{2}}}\right)
$$

if $4 a c-b^{2}$ is + , and

$$
=\frac{1}{\sqrt{b^{2}-4 a c}} \log \left(\frac{2 a x+b-\sqrt{b^{2}-4 a c}}{2 a x+b+\sqrt{b^{2}-4 a c}}\right)
$$

if $b^{2}-4 a c$ is.+
(2) $\int \frac{d x}{\sqrt{a x^{2}+b x+c}}=\frac{1}{\sqrt{a}} \log \left[2 a x+b+2 \sqrt{a\left(a x^{2}+b x+c\right)}\right]$,

$$
\int \frac{d x}{\sqrt{-a x^{2}+b x+c}}=\frac{1}{\sqrt{a}} \sin ^{-1}\left(\frac{2 a x-b}{\sqrt{4 a c+b^{2}}}\right)
$$

(3) $\int \frac{d x}{\left(a x^{2}+b x+c\right)^{\frac{3}{2}}}=\frac{2(2 a x+b)}{\left(4 a c-b^{2}\right) \sqrt{a x^{2}+b x+c}}$.
(4) $\int \frac{x d x}{a x^{2}+b x+c}=\frac{1}{2 a} \int \frac{(2 a x+b) d x-b d x}{a x^{2}+b x+c}$

$$
=\frac{1}{2 a} \log \left(a x^{2}+b x+c\right)-\frac{b}{2 a} \int \frac{d x}{a x^{2}+b x+c} .
$$

(5) $\int \frac{x d x}{\sqrt{a x^{2}+b x+c}}=\frac{1}{a} \sqrt{a x^{2}+b x+c}-\frac{b}{2 a} \int \frac{d x}{\sqrt{a x^{2}+b x+c}}$.
(6) $\int \frac{x d x}{\left(a x^{2}+b x+c\right)^{\frac{3}{2}}}=-\frac{2(b x+2 c)}{\left(4 a c-b^{2}\right) \sqrt{a x^{2}+b x+c}}$.
109. If we put $x=\frac{1}{z}$ in $\int \frac{d x}{x \sqrt{a x^{2}+b x+c}}$,
or

$$
x+k=\frac{1}{z} \mathrm{in} \int \frac{d x}{(x+k) \sqrt{a x^{2}+b x+c}}
$$

these integrals will be reduced to § 108 (2).

## Examples.

1. $\int \frac{d x}{x \sqrt{2 a x-a^{2}}}=\frac{2}{a} \tan ^{-1} \sqrt{\frac{2 x}{a}-1}$. Let $\sqrt{2 a x-a^{2}}=z$.
2. $\int \frac{x \sqrt{x} d x}{1+x}=\left(\frac{1}{3} x-1\right) 2 \sqrt{x}+2 \tan ^{-1} \sqrt{x}$. Let $\sqrt{x}=z$.
3. $\int \frac{d x}{(2+x) \sqrt{1+x}}=2 \tan ^{-1} \sqrt{1+x}$.
4. $\int \frac{d x}{\left(2 a x+x^{2}\right)^{\frac{3}{2}}}=-\frac{x+a}{a^{2} \sqrt{2 a x+x^{2}}}$. Let $x+a=\frac{1}{z}$.
5. $\int \frac{d x}{\sqrt{(x-a)(x-b)}}=2 \log (\sqrt{x-a}+\sqrt{x-b)}$.
6. $\int \frac{d x}{\sqrt{(x-a)(b-x)}}=2 \sin ^{-1} \sqrt{\frac{x-a}{b-a}}$.

Let $x-a=z^{2}$.
7. $\int x^{3}\left(1+x^{2}\right)_{2} d x=\frac{1}{65}\left(7 x^{2}-2\right)\left(1+x^{2}\right)^{\frac{3}{2}}$.
8. $\int \frac{d x}{x^{4} \sqrt{x^{2}-1}}=\frac{\sqrt{x^{2}-1}}{3 x^{3}}\left(1+2 x^{2}\right)$.
9. $\int \frac{d x}{\left(1+x^{2}\right) \sqrt{1-x^{2}}}=-\frac{1}{\sqrt{2}} \tan ^{-1} \sqrt{\frac{1 x-2}{2 x^{2}}}$.
10. $\int \sin ^{5} \theta d \theta=-\frac{1}{5} \cos ^{5} \theta+\frac{2}{3} \cos ^{3} \theta-\cos \theta$.
11. $\int \frac{\sin ^{3} \theta d \theta}{\cos ^{4} \theta}=-\frac{1}{\cos \theta}+\frac{1}{3} \frac{1}{\cos ^{3} \theta}$. 12. $\int d \theta \sqrt{\frac{\sin \theta}{\cos ^{5} \theta}}=\frac{2}{3} \sqrt{\tan ^{3} \theta}$.
13. $\int \frac{d \theta}{\sin ^{4} \theta \cos ^{2} \theta}=-\frac{1}{3} \cot ^{3} \theta-2 \cot \theta+\tan \theta$.
14. $\int \frac{d \theta}{1+\sin \theta}=-\frac{2}{1+\tan \frac{1}{2} \theta}$.
15. $\int \frac{\sin \theta-\sin ^{2} \theta}{1+\sin \theta} d \theta=2 \theta+\cos \theta+\frac{4}{1+\tan \frac{1}{2} \theta}$.
16. $\int \frac{d \theta}{a+b \cos \theta}=\frac{2}{\sqrt{a^{2}-b^{2}}} \tan ^{-1}\left(\sqrt{\frac{a-b}{a+b}} \tan \frac{1}{2} \theta\right), \quad a|>| b$,
and

$$
=\frac{2}{\sqrt{b^{2}-a^{2}}} \tanh ^{-1}\left(\sqrt{\frac{b-a}{b+a}} \tan \frac{1}{2} 0\right), \quad a|<| b
$$

17. $\int \tan ^{4} \theta d \theta=\frac{1}{3} \tan ^{3} \theta-\tan \theta+\theta$.
18. $\int \frac{d x}{x^{3} \sqrt{x^{2}-1}}=\frac{\sec ^{-1} x}{2}+\frac{\sqrt{x^{2}-1}}{2 x^{2}}$.
19. $\int \frac{d x}{x \sqrt{a x^{2}+b x+c}}=\frac{1}{\sqrt{c}} \log \frac{x}{b x+2 c+2 \sqrt{c\left(a x^{2}+b x+c\right)}}$.
20. $\int \frac{d x}{x \sqrt{a x^{2}+\bar{b} x-c}}=\frac{1}{\sqrt{c}} \sin ^{-1} \frac{b x-2 c}{x \sqrt{b^{2}+4 a c}}$.

## CHAPTER XXVI.

## INTEGRATION BY PARTS.

110. Since $v d u+u d v=d(u v), \therefore \int v d u+\int u d v=u v$,

$$
\therefore \int u d v=u v-\int v d u
$$

or $u d v$ can be integrated provided that $v d u$ can be. Integration by this formula is called integration by parts.

Ex. 1. $\int \log x d x=(\log x) x-\int x \cdot \frac{d x}{x}$

$$
=(\log x) x-\int d x=x \log x-x
$$

2. $\int \sin ^{-1} x d x=\left(\sin ^{-1} x\right) x-\int x \frac{d x}{\sqrt{1-x^{2}}}=x \sin ^{-1} x+\sqrt{1-x^{2}}$.
3. $\int x \log x d x=\int \log x \cdot x d x=(\log x) \frac{x^{2}}{2}-\int \frac{x^{2}}{2} \cdot \frac{d x}{x}$

$$
=\frac{x^{2}}{2} \log x-\frac{x^{2}}{4} .
$$

4. Similarly, $\int x^{n} \log x d x=\frac{x^{n+1}}{n+1} \log x-\frac{x^{n+1}}{(n+1)^{2}}$.
5. It is often necessary to repeat the integration by parts before the complete integral is obtained.

Ex. $\int x^{2} \cos x d x=\int x^{2} \cdot \cos x d x=x^{2} \sin x-2 \int x \sin x d x$.
Again, $\int x \sin x d x=\int x \cdot \sin x d x=-x \cos x+\int \cos x d x$

$$
=-x \cos x+\sin x .
$$

Substituting, $\int x^{2} \cos x d x=x^{2} \sin x+2 x \cos x-2 \sin x$.
112. Sometimes the integration reproduces the given expression with a new coefficient.

Ex. 1. $\sqrt{a^{2}-x^{2}}=\frac{a^{2}-x^{2}}{\sqrt{a^{2}-x^{2}}}$,

$$
\begin{aligned}
\therefore \int \sqrt{a^{2}-x^{2}} d x & =a^{2} \int \frac{d x}{\sqrt{a^{2}-x^{2}}}-\int \frac{x^{2} d x}{\sqrt{a^{2}-x^{2}}} \\
& =a^{2} \sin ^{-1} \frac{x}{a}-\int x d\left(-\sqrt{a^{2}-x^{2}}\right) \\
& =a^{2} \sin ^{-1} \frac{x}{a}+x \sqrt{a^{2}-x^{2}}-\int \sqrt{a^{2}-x^{2}} d x .
\end{aligned}
$$

Transposing the last term to the left-hand side and dividing by 2 , we have

$$
\begin{equation*}
\int \sqrt{a^{2}-x^{2}} d x=\frac{a^{2}}{2} \sin ^{-1} \frac{x}{a}+\frac{x}{2} \sqrt{a^{2}-x^{2}} . \tag{1}
\end{equation*}
$$

2. Similarly,

$$
\begin{equation*}
\int \sqrt{x^{2} \pm a^{2}} d x= \pm \frac{a^{2}}{2} \log \left(x+\sqrt{x^{2} \pm a^{2}}\right)+\frac{x}{2} \sqrt{x^{2} \pm a^{2}} \tag{2}
\end{equation*}
$$

* (1) and (2) are of frequent occurrence and should be carefully noted. They are also easily obtained by the substitutions of $\S 107$.

$$
\text { †Or, } \left.\begin{array}{rl}
\int \sqrt{x^{2}+a^{2}} d x & =\frac{a^{2}}{2} \sinh ^{-1} \frac{x}{a}+\frac{x}{2} \sqrt{x^{2}+a^{2}}, \\
\int \sqrt{x^{-}-a^{2}} d x & =-\frac{a^{2}}{2} \cosh ^{-1} \frac{x}{a}+\frac{x}{2} \sqrt{x^{2}-a^{2}} . \tag{3}
\end{array}\right\}
$$

3. $\int \sec \theta \tan ^{2} \theta d \theta=\tan \theta \sec \theta-\int \sec ^{3} \theta d \theta$,
whence, since $\sec ^{2} \theta=1+\tan ^{2} \theta$ and $\int \sec \theta d \theta=\log (\sec \theta+\tan \theta)$. $\int \sec \theta \tan ^{2} \theta d \theta=\frac{1}{2} \sec \theta \tan \theta-\frac{1}{2} \log (\sec \theta+\tan \theta)$.

## Examples.

1. $\int x \cos x d x=x \sin x+\cos x$.
2. $\int \tan ^{-1} x d x=x \tan ^{-1} x-\log \sqrt{1+x^{2}}$.
3. $\int x \tan ^{-1} x d x=\frac{1}{2}\left(1+x^{2}\right) \tan ^{-1} x-\frac{1}{2} x$.
4. $\int x \sec ^{-1} x d x=\frac{1}{2}\left(x^{2} \sec ^{-1} x-\sqrt{x^{2}-1}\right)$.
5. $\int x e^{x} d x=(x-1) e^{x}$.
6. $\int x^{2} e^{x} d x=\left(x^{2}-2 x+2\right) e^{x}$.
7. $\int e^{x} \sin x d x=\frac{1}{2} e^{x}(\sin x-\cos x)$.
8. $\int x^{2} \sin x d x=2 x \sin x+(2-x)^{2} \cos x$.
9. $\int x \sec ^{2} x d x=x \tan x+\log \cos x$.
10. $\int e^{x} \sin 2 x d x=\frac{e^{x}}{5}(\sin 2 x-2 \cos 2 x)$.
11. $\int x \tan ^{2} x d x=x \tan x+\log \cos x-\frac{1}{2} x^{2}$.
12. $\int x^{2}(\log x)^{2} d x=\frac{x^{3}}{3}\left[(\log x)^{2}-\frac{2}{3} \log x+\frac{2}{3}\right]$.
13. $\int \sec ^{3} \theta d \theta=\frac{1}{2} \sec \theta \tan \theta+\frac{1}{2} \log (\sec \theta+\tan \theta)$.
14. $\int e^{a x} \cos m x d x=\frac{e^{a x}}{a^{2}+m^{2}}(a \cos m x+m \sin m x)$.
15. $\int e^{a x} \sin m x d x=\frac{e^{a x}}{a^{2}+m^{2}}(a \sin m x-m \cos m x)$.
16. $\int \sqrt{2 a x-x^{2}} d x=\frac{x-a}{2} \sqrt{2 a x-x^{2}}+\frac{a^{2}}{2} \sin ^{-1}\left(\frac{x-a}{a}\right)$.
17. $\int \sqrt{2 a x+x^{2}} d x=\frac{x+a}{2} \sqrt{2 a x+x^{2}}-\frac{a^{2}}{2} \log \left(x+a+\sqrt{2 a x+x^{2}}\right)$.

## CHAPTER XXVII.

## SUCCESSIVE REDUCTION.

I13. To integrate $\sin ^{n} \theta d \theta, n$ being a positive integer.

$$
\begin{aligned}
\int \sin ^{n} \theta d \theta & =\int \sin ^{n-1} \theta \sin \theta d \theta \\
& =-\sin ^{n-1} \theta \cos \theta+(n-1) \int \sin ^{n-2} \theta \cos ^{2} \theta d \theta
\end{aligned}
$$

and writing $1-\sin ^{2} \theta$ for $\cos ^{2} \theta$,

$$
=-\sin ^{n-1} \theta \cos \theta+(n-1) \int \sin ^{n-2} \theta d \theta-(n-1) \int \sin ^{n} \theta d \theta
$$

Transposing the last term and dividing by $n$, we get

$$
\begin{equation*}
\int \sin ^{n} \theta d \theta=-\frac{\sin ^{n-1} \theta \cos \theta}{n}+\frac{n-1}{n} \int \sin ^{n-2} \theta d \theta \tag{1}
\end{equation*}
$$

Writing $n-2$ for $n$, we have

$$
\int \sin ^{n-2} \theta d \theta=-\frac{\sin ^{n-3} \theta \cos \theta}{n-2}+\frac{n-3}{n-2} \int \sin ^{n-4} \theta d \theta
$$

Thus by each integration the index is diminished by 2 , and hence will in the end depend upon $\int \sin \theta d \theta=-\cos \theta$, or $\int d \theta=0$, according as $n$ is odd or even.

By a similar process

$$
\begin{equation*}
\int \cos ^{n} \theta d \theta=\frac{\cos ^{n-1} \theta \sin \theta}{n}+\frac{n-1}{n} \int \cos ^{n-2} \theta d \theta \tag{2}
\end{equation*}
$$

114. $\int \frac{d \theta}{\sin ^{n} \theta}=\int \frac{\cos ^{2} \theta+\sin ^{2} \theta}{\sin ^{n} \theta} d \theta=\int \frac{\cos ^{2} \theta}{\sin ^{n} \theta} d \theta+\int \frac{d \theta}{\sin ^{n-2} \theta}$.

The first term $=\int \cos \theta d\left(-\frac{1}{(n-1) \sin ^{n-1} \theta}\right)$

$$
=-\frac{\cos \theta}{(n-1) \sin ^{n-1} \theta}-\frac{1}{n-1} \int \frac{d \theta}{\sin ^{n-2} \theta} .
$$

$$
\therefore \int \frac{d \theta}{\sin ^{n} \theta}=-\frac{\cos \theta}{(n-1) \sin ^{n-1} \theta}+\frac{n-2}{n-1} \int \frac{d \theta}{\sin ^{n-2} \theta},
$$

by which we may reduce to

$$
\int \frac{d \theta}{\sin \theta}=\log \tan \frac{1}{2} \theta, \quad \text { or } \quad \int \frac{d \theta}{\sin ^{2} \theta}=-\cot \theta
$$

according as $n$ is odd or even.
Similarly, $\int \frac{d \theta}{\cos ^{n} \theta}=\frac{\sin \theta}{(n-1) \cos ^{n-1} \theta}+\frac{n-2}{n-1} \int \frac{d \theta}{\cos ^{n-2} \theta}$,
and $\quad \int \frac{d \theta}{\cos \theta}=\log \tan \left(\frac{1}{4} \pi+\frac{1}{2} \theta\right), \int \frac{d \theta}{\cos ^{2} \theta}=\tan \theta$.

$$
\text { 115. } \begin{aligned}
\int \tan ^{n} \theta d \theta & =\int \tan ^{n-2} \theta\left(\sec ^{2} \theta-1\right) d \theta \\
& =\int \tan ^{n-2} \theta d(\tan \theta)-\int \tan ^{n-2} \theta d \theta \\
& =\int \frac{\tan ^{n-1} \theta}{n-1}-\int \tan ^{n-2} \theta d \theta
\end{aligned}
$$

and

$$
\int \tan \theta d \theta=\log \sec \theta, \quad \int d \theta=\theta .
$$

Similarly, $\int \cot ^{n} \theta d \theta=-\frac{\cot ^{n-1} \theta}{n-1}-\int \cot ^{n-2} \theta d \theta$,
and

$$
\int \cot \theta d \theta=\log \sin \theta, \quad \int d \theta=\theta
$$

116. $\int \cos ^{m} \theta \sin ^{n} \theta d \theta=\int \cos ^{m-1} \theta d\left(\frac{\sin ^{n+1} \theta}{n+1}\right)$

$$
=\frac{\cos ^{m-1} \theta \sin ^{n+1} \theta}{n+1}+\frac{m-1}{n+1} \int \cos ^{m-2} \theta \sin ^{n+2} \theta d \theta,
$$

and writing $\sin ^{n+2} \theta$ in the form $\sin ^{n} \theta\left(1-\cos ^{2} \theta\right)$,

$$
\begin{aligned}
=\frac{\cos ^{m-1} \theta \sin ^{n+1} \theta}{n+1} & +\frac{m-1}{n+1} \int \cos ^{m-2} \theta \sin ^{n} \theta d \theta \\
& -\frac{m-1}{n+1} \int \cos ^{m} \theta \sin ^{n} \theta d \theta .
\end{aligned}
$$

Transposing the last term and dividing,

$$
\int \cos ^{m} \theta \sin ^{n} \theta d \theta=\frac{\cos ^{m-1} \theta \sin ^{n+1} \theta}{m+n}+\frac{m-1}{m+n} \int \cos ^{m-2} \theta \sin ^{n} \theta d \theta .
$$

In a similar way we might have obtained $\int \cos ^{m} \theta \sin ^{n} \theta d \theta=-\frac{\cos ^{m+1} \theta \sin ^{n-1} \theta}{m+n}+\frac{n-1}{m+n} \int \cos ^{m} \theta \sin ^{n-2} \theta d \theta$.
117. The following will present no difficulty:

$$
\begin{aligned}
& \int \frac{\cos ^{m} \theta}{\sin ^{n} \theta} d \theta=-\frac{\cos ^{m-1} \theta}{(n-1) \sin ^{n-1} \theta}-\frac{m-1}{n-1} \int \frac{\cos ^{m-2} \theta}{\sin ^{n-2} \theta} d \theta, \\
& \int \frac{\sin ^{n} \theta}{\cos ^{m} \theta} d \theta=\frac{\sin ^{n-1} \theta}{(m-1) \cos ^{m-1} \theta}-\frac{n-1}{m-1} \int \frac{\sin ^{n-2} \theta}{\cos ^{m-2} \theta} d \theta .
\end{aligned}
$$

118. $\int \frac{d \theta}{\cos ^{m} \theta \sin ^{n} \theta}=\int \frac{\cos ^{2} \theta+\sin ^{2} \theta}{\cos ^{m} \theta \sin ^{n} \theta} d \theta$

$$
\int \frac{d \theta}{\cos ^{m-2} \theta \sin ^{n} \theta}+\int \frac{d \theta}{\cos ^{m} \theta \sin ^{n-2} \theta}
$$

$$
\begin{aligned}
& \text { The first term }=\int \frac{1}{\cos ^{m-1} \theta} d\left(\frac{-1}{(n-1) \sin ^{n-1} \theta}\right) \\
& \qquad=-\frac{1}{(n-1) \cos ^{m-1} \theta \sin ^{n-1} \theta}+\frac{m-1}{n-1} \int \frac{d \theta}{\cos ^{m} \theta \sin ^{n-2} \theta}
\end{aligned}
$$

Substituting this, we get
$\int \frac{d \theta}{\cos ^{m} \theta \sin ^{n} \theta}=-\frac{1}{(n-1) \cos ^{m-1} \theta \sin ^{n-1} \theta}+\frac{m+n-2}{n-1} \int \frac{d \theta}{\cos ^{m} \theta \sin ^{n-2} \theta}$.
By treating the second term in the same way we might have obtained
$\int \frac{d \theta}{\cos ^{m} \theta \sin ^{n} \theta}=\frac{1}{(m-1) \cos ^{m-1} \theta \sin ^{n-1} \theta}+\frac{m+n-2}{m-1} \int \frac{d \theta}{\cos ^{m-2} \theta \sin ^{n} \theta}$.
Hence the integration may be reduced to one of the following:

$$
\int d \theta, \int \frac{d \theta}{\cos \theta \sin \theta}, \quad \int \frac{d \theta}{\sin \theta}, \text { or } \int \frac{d \theta}{\cos \theta} \text { (Ch. XXII). }
$$

119. The following may be obtained from the preceding reductions by the substitutions of $\S 107$; they may also be obtained directly (cf. § 112).

$$
\begin{gathered}
\int \frac{x^{n} d x}{\sqrt{a^{2}-x^{2}}}=-\frac{x^{n-1} \sqrt{a^{2}-x^{2}}}{n}+\frac{a^{2}(n-1)}{n} \int \frac{x^{n-2} d x}{\sqrt{a^{2}-x^{2}}}, \\
\int \frac{\sqrt{a^{2}-x^{2}}}{x^{n} \sqrt{a^{2}-x^{2}}}=-\frac{n-2}{a^{2}(n-1) x^{n-1}} \int \frac{d x}{a^{2}(n-1)} \frac{d x}{x^{n-2} \sqrt{a^{2}-x^{2}}}, \\
\int \frac{x^{n} d x}{\sqrt{2 a x-x^{2}}}=-\frac{x^{n-1} \sqrt{2 a x-x^{2}}}{n}+\frac{a(2 n-1)}{n} \int \frac{x^{n-1} d x}{\sqrt{2 a x-x^{2}}}, \\
\int \frac{x^{n} d x}{\sqrt{x^{2}+2 a x}}=\frac{x^{n-1} \sqrt{x^{2}+2 a x}}{n}-\frac{a(2 n-1)}{n} \int \frac{x^{n-1} d x}{\sqrt{x^{2}+2 a x}}, \\
\int\left(a^{2}-x^{2}\right)^{\frac{n}{2}} d x=\frac{x\left(a^{2}-x^{2}\right)^{\frac{n}{2}}}{n+1}+\frac{a^{2} n}{n+1} \int\left(a^{2}-x^{2}\right)^{\frac{n}{2}-1} d x .
\end{gathered}
$$

Examples.

1. Obtain the results of $\S 114$ by integrating $\sec ^{n} \theta d \theta$ and $\operatorname{cosec}^{n} \theta d \theta$.
2. $\int x^{m} \sin n x d x=-\frac{x^{m} \cos n x}{n}+\frac{m x^{m-1} \sin n x}{n^{2}}$

$$
-\frac{m(m-1)}{n^{2}} \int x^{m-2} \sin n x d x
$$

3. $\int x^{m} \cos n x d x=\frac{x^{m} \sin n x}{n}+\frac{m x^{m-1} \cos n x}{n^{2}}$

$$
-\frac{m(m-1)}{n^{2}} \int x^{m-2} \cos n x d x
$$

4. $\int x^{n} e^{a x} d x=\frac{x^{n} e^{a x}}{a}-\frac{n}{a} \int x^{n-1} e^{a x} d x$.
5. $\int \frac{e^{a x} d x}{x^{n}}=-\frac{e^{a x}}{(n-1) x^{n-1}}+\frac{a}{n-1} \int \frac{e^{a x} d x}{x^{n-1}}$.
6. $\int x^{m}(\log x)^{n} d x=\frac{x^{m+1}(\log x)^{n}}{m+1}-\frac{n}{m+1} \int x^{m}(\log x)^{n-1} d x$.

## CHAPTER XXVIII.

## CERTAIN DEFINITE INTEGRALS.*

120. The first term of $\S 113$ (1) is 0 when $\theta=0$ and also when $\theta=\frac{1}{2} \pi$; hence

$$
\int_{0}^{\pi} \sin ^{n} \theta d \theta=\frac{(n-1)(n-3) \ldots}{n(n-2) \ldots} \cdot \alpha
$$

each set of factors being carried to 2 or 1 , and $\alpha$ being $\frac{\pi}{2}$ when $n$ is even, and 1 when $n$ is odd.

$$
\text { Also, } \quad \int_{0}^{\frac{\pi}{2}} \cos ^{n} \theta d \theta=\int_{0}^{\frac{\pi}{2}} \sin ^{n} \theta d \theta
$$

121. By examining the results of $\S 116$ it will be found that

$$
\int_{0}^{\frac{\pi}{2}} \sin ^{m} \theta \cos ^{n} \theta d \theta=\frac{[(m-1)(m-3) \ldots][(n-1)(n-3) \ldots]}{(m+n)(m+n-2) \ldots} \cdot \alpha
$$

each set of factors being carried to 2 or $1, \alpha$ being $\frac{\pi}{2}$ when $m$ and $n$ are both even, and 1 in all other cases.

This reduces to $\frac{1}{m+1}$ if $n=1$, and to $\frac{1}{n+1}$ if $m=1$.
122. Many integrals may be reduced to the foregoing.

Ex. 1. $\int_{0}^{a} \frac{x^{n} d x}{\sqrt{a^{2}-x^{2}}}=a^{n} \int_{0}^{\frac{\pi}{2}} \sin ^{n} \theta d \theta$. Let $x=a \sin \theta(\S 107)$.

[^23]2. $\int_{0}^{a}\left(a^{2}-x^{2}\right)^{\frac{n}{2}} d x=a^{n+1} \int_{0}^{\frac{\pi}{2}} \cos ^{n+1} \theta d \theta$.
3. $\int_{0}^{a} x^{m}\left(a^{2}-x^{2}\right)^{\frac{n}{2}} d x=a^{m+n+1} \int_{0}^{\frac{\pi}{2}} \sin ^{m} \theta \cos ^{n+1} \theta d \theta$.
4. $\int_{0}^{2 a} \frac{x^{n} d x}{\sqrt{2 a x-x^{2}}}=2(2 a)^{n} \int_{0}^{\frac{\pi}{2}} \sin ^{2 n} \theta d \theta$.
5. $\int_{0}^{2 a} x^{m}\left(2 a x-x^{2}\right)^{\frac{n}{2}} d x=2(2 a)^{m+n+1} \int_{0}^{\frac{\pi}{2}} \sin ^{2 m+n+1} \theta \cos ^{n+1} \theta d \theta$.
6. $\int_{0}^{\infty} \frac{d x}{\left(a^{2}+x^{2}\right)^{\frac{n}{2}}}=\frac{1}{a^{n-1}} \int_{0}^{\frac{\pi}{2}} \cos ^{n-2} \theta d \theta$.
7. $\int_{0}^{a} x^{m}(a-x)^{n} d x=2 a^{m+n+1} \int_{0}^{\frac{\pi}{2}} \sin ^{2 m+1} \theta \cos ^{2 n+1} \theta d \theta$.
123. From $\S 93$ it is plain that
$$
\int_{a}^{b} f(x) d x=-\int_{b}^{a} f(x) d x
$$
that is, interchanging the limits merely changes the sign of the definite integral.
124. It is possible in certain cases to arrive at the value of a definite integral when the indefinite integral is unknown. The following important integral is an illustration.

To prove $\int_{0}^{\infty} e^{-x^{2}} d x=\frac{\sqrt{\pi}}{2}$.
From \& 120 we have

$$
\begin{equation*}
\int_{0}^{\frac{\pi}{2}} \sin ^{n} \theta d \theta \cdot \int_{0}^{\frac{\pi}{2}} \sin ^{n+1} \theta d \theta=\frac{1}{n+1} \frac{\pi}{2} \tag{1}
\end{equation*}
$$

Let $\sin ^{n} \theta=e^{-x^{2}}$, or $\theta=\sin ^{-1}\left(e^{-\frac{x^{2}}{n}}\right)$.

$$
\therefore d \theta=\frac{-\frac{2 x}{n} e^{-\frac{x^{2}}{n}} d x}{\sqrt{1-e^{-\frac{2 x^{2}}{n}}}}=-\frac{2 x}{n} \sqrt{\sqrt{e^{\frac{2 x^{2}}{n}}-1}}
$$

which, by the Exponential Theorem,

$$
=-\sqrt{\frac{2}{n}} \cdot \frac{d x}{D}, \text { where } D \equiv \sqrt{1+\frac{x^{2}}{n}+\frac{2 x^{4}}{3 n^{3}}+\ldots}
$$

Substituting in (1) we have

$$
\int_{\infty}^{0} \sqrt{\frac{2}{n}} \cdot \frac{e^{-x^{2}} d x}{D} \cdot \int_{\infty}^{0} \sqrt{\frac{2}{n}} \cdot \frac{e^{-x^{2}\left(\frac{m+1}{n}\right)} d x}{D}=\frac{1}{n+1} \frac{\pi}{2}
$$

or

$$
\int_{0}^{\infty} \frac{e^{-x^{2}} d x}{D} \cdot \int_{0}^{\infty} \frac{e^{-x^{2}\left(\frac{n+1}{n}\right)} d x}{D}=\frac{n}{n+1} \frac{\pi}{4}
$$

Now. let $n=\infty$; then $D \doteq 1$, and $\frac{n+1}{n}\left(=1+\frac{1}{n}\right)$ also $\oplus 1$,

$$
\therefore\left[\int_{0}^{\infty} e^{-x^{2}} d x\right]^{2}=\frac{\pi}{4}, \quad \therefore \int_{0}^{\infty} e^{-x^{2}} d x=\frac{\sqrt{\pi}}{2}
$$

Examples.

1. $\int_{0}^{\pi} \sin ^{n} \theta d \theta=2 \int_{0}^{\frac{\pi}{2}} \sin ^{n} \theta d \theta, \quad n \overline{>} 0$.
2. $\int_{0}^{\pi} \cos ^{n} \theta d \theta=0, n$ odd, and $=2 \int_{0}^{\frac{\pi}{2}} \cos ^{n} \theta d \theta, n$ even
3. $\int_{0}^{\pi} x \sin x \cos n x d x=(-1)^{n+1} \frac{\pi}{n^{2}-1}, \quad n$ an integer not 1 ,
and

$$
=-\frac{\pi}{4} \quad \text { if } n=1
$$

4. $\int_{0}^{\pi} x \cos x \sin n x d x=(-1)^{n} \frac{\pi n}{n^{2}-1}, \quad n$ an integer not 1 ,
and

$$
=-\frac{\pi}{4} \quad \text { if } n=1
$$

5. The Gamma Function. The integral $\int_{0}^{\infty} x^{n-1} e^{-x} d x$ ( $n$ positive is called the gamma function and is represented by $\Gamma(n)$. Integrate by parts * and show that

$$
\Gamma(n)=\frac{1}{n} \Gamma(n+1), \quad \text { or } \quad \Gamma(n+1)=n \Gamma(n) .
$$

6 Show that $\Gamma(1)=1$, and deduce $\Gamma(2)=1 \quad \Gamma(3)=1.2, \Gamma(4)=$ $1.2 .3, \ldots \Gamma(n)=(n-1)!$ if $n$ is an integer.
7. Show that $\Gamma\left(\frac{1}{2}\right)=\sqrt{\pi}$. Let $x=z^{2}$ in the integral. Deduce $\Gamma\left(n+\frac{1}{2}\right)=1 \cdot 3 \cdot 5 \ldots(2 n-1) \sqrt{\pi} / 2^{n}, n$ an integer.
8. $\int_{0}^{\infty} x^{n-1} e^{-a x} d x=\frac{\Gamma(n)}{a^{n}}, n$ and $a>0$
9. $\int_{0}^{\infty} x^{2 n-1} e^{-x^{2}} d x=\frac{1}{2} \Gamma(n), n>0$. Let $x^{2}=z$
10. $\int_{0}^{1}\left(\log \frac{1}{x}\right)^{n-1} d x=\Gamma(n), n>0$. Let $x=e^{-z}$.
11. $\int_{0}^{1} x^{m-1}\left(\log \frac{1}{x}\right)^{n-1} d x=\frac{\Gamma(n)}{m^{n}}, m$ and $n>0$,

* $£_{x=\infty} x^{n} e^{-\infty}=0$ for all values of $n$.

For, $x^{n} e^{-x}=\left(\frac{1}{\frac{1}{x} e^{\frac{x}{n}}}\right)^{n}=\left(\frac{1}{\frac{1}{x}+\frac{1}{n}+\frac{x}{2 n^{2}}+\ldots}\right)^{n} \doteq 0$ if $n>0$.
The conclusion is obvious directly if $n \overline{<} 0$.

Many other integrals may be expressed by means of gamma functions. The following, known as the Beta Function, is an important illustration (see Williamson's Integral Calculus, § 121).

$$
\int_{0}^{1} x^{m-1}(1-x)^{n-1} d x=\frac{\Gamma(m) \Gamma(n)}{\Gamma(m+n)}, \quad m \text { and } n>0
$$

Assuming this result deduce:
12. $\int_{0}^{a} x^{m-1}(a-x)^{n-1} d x=a^{m+n-1} \frac{\Gamma(m) \Gamma(n)}{\Gamma(m+n)}$.
13. $\int_{0}^{\infty} \frac{x^{n-1} d x}{(1+x)^{m+n}}=\frac{\Gamma(m) \Gamma(n)}{\Gamma(m+n)}$. Let $1+x=\frac{1}{z}$.
14. $\int_{0}^{1} \frac{d x}{\sqrt{1-x^{n}}}=\frac{\sqrt{\pi}}{n} \frac{\Gamma\binom{1}{n}}{\Gamma\left(n+\frac{1}{2}\right)}$.
15. $\int_{0}^{\frac{\pi}{2}} \sin ^{m} \theta \cos ^{n} \theta d \theta=\frac{1}{2} \frac{\Gamma\left(\frac{m+1}{2}\right) \Gamma\left(\frac{n+1}{2}\right)}{\Gamma\left(\frac{m+n+2}{2}\right)}, m$ and $n>-1$.

Let $\sin ^{2} \theta=z$.
16. $\int_{0}^{\frac{\pi}{2}} \sin ^{n} \theta d \theta=\int_{0}^{\frac{\pi}{2}} \cos ^{n} \theta d \theta=\frac{\sqrt{\pi}}{2} \frac{\Gamma\left(\frac{n+1}{2}\right)}{\Gamma\left(\frac{n}{2}+1\right)}$

Values of $\Gamma(n)$ for values of $n$ between 1 and 2 are given at the end of this book. Other values are unnecessary on account of the relation $\Gamma(n+1)=n \Gamma(n)$.

## CHAPTER XXIX.

## AREAS AND LENGTHS OF PLANE CURVES.

## SURFACES AND VOLUMES OF SOLIDS OF REVOLU'IION.

125. Let $P$ be a point on a continuous curve $C D$ whose equation is given. Let $O A=a, O B=b, O M=x, M P=y$,

$$
M N=d x, R Q=\Delta y, R T=d y .
$$



Fig. 66.

We have seen $(\S \S 94,95)$ that
(1) The area $A B D C=\int_{a}^{b} y d x$.*
(2) The volume formed by the revolution of this area about $O X=\pi \int_{a}^{b} y^{2} d x$.

Let the length of the curve measured from some point up to $P$ be $s$; then $P Q=\Delta s, P T=d s$. Also $(\S \S 92,93) £ \Sigma \Delta s=$ $£ \Sigma d s$. Hence
(3) The length $C D=\int_{x=a}^{x=b} d s$, where $d s=\sqrt{d x^{2}+d y^{2}}$.
$\Delta s$ and $d s$ being equiva'ent infinitesima!s we assume that they form equivalent areas in revolving about the $x$-axis.

* The area $=\sin \omega \int_{a}^{b} y d x$ if the angle between the axes is $\omega$.

But ds describes the lateral surface of the frustum of a cone whose area

$$
=2 \pi\left(y+\frac{1}{2} d y\right) d s=2 \pi y d s+I
$$

where $I$ is a higher infinitesimal. Hence
(4) The area of the surface formed when $C D$ revolves about $O X$ is $2 \pi \int_{x=a}^{x=b} y d s$.

Since higher infinitesimals are to be omitted in finding the element of an integral we may use $d y$ for $\Delta y$ and accordingly regard $d x$ and $d y$ as simultaneous infinitesimal increments of $x$ and $y$ in the same figure. Thus (Fig. 67)


Fig. 67.
(5) The area $E C D F=\int_{O E}^{O F} x d y$, and the volume formed by revolving this area about $O Y=\pi \int_{O E}^{O F} x^{2} d y$.

If $C A B D$ revolves about $O Y$, the volume formed by $M Q=$ $y d x .2 \pi x+I$. Hence
(6) The volume formed by revolving $C A B D$ about $O Y=2 \pi \int_{a}^{b} x y d x$.
(7) Similarly the volume formed by revolving $C A B D$ about $B D$

$$
=\int_{a}^{b} y d x \cdot 2 \pi(b-x)=2 \pi \int_{a}^{b}(b-x) y d x
$$

Other relations may be written down in a similar way.

Ex. 1. To find the length of the semi-cubical parabola $a y^{2}=x^{3}$ (Fig. 68) from the origin to the point ( $a, a$ ).


Fig. 68.

From the equation we have $d y=\frac{3}{2 \sqrt{a}} x^{\frac{1}{2}} d x$,

$$
\begin{aligned}
& \therefore d s=\sqrt{d x^{2}+d y^{2}}=\frac{\sqrt{4 a+9 x}}{2 \sqrt{a}} d x . \\
& \therefore O D=\int_{0}^{a} \frac{\sqrt{4 a+9 x}}{2 \sqrt{a}} d x=\left[\frac{(4 a+9 x)^{\frac{3}{3}}}{27 \sqrt{a}}\right]_{0}^{a}
\end{aligned}
$$

$$
=\frac{13 \sqrt{13}-8}{27} a .
$$

2. The area $O B D=\frac{2}{5} a^{2}$.
3. The volume of $O B D$ about $O X=\frac{1}{4} \pi a^{3}$.

$$
\begin{array}{llllll}
" & \text { " } & \text { " } & \text { " } & \text { " } & O Y=\frac{4}{9} \pi a^{3} . \\
" & \text { " } & \text { " } & \text { " } & \text { " } & B D=\frac{8}{85} \pi a^{3} .
\end{array}
$$

4. Find the surface of revolution of the cubical parabola $a^{2} y=x^{3}$ about $O X, x$ varying from 0 to $a$. Ans. $\frac{\pi}{27}(10 \sqrt{10}-1) a^{2}$.
5. It is sometimes desirable to express both $x$ and $y$ in terms of a third variable.

Ex. The equation $x^{2}+y^{z}=a^{z}$ (Fig. 18) is satisfied if we put $x=a \sin ^{3} \theta, y=a \cos ^{3} \theta$.

Then $d x=3 a \sin ^{2} \theta \cos \theta d \theta, \therefore \int_{0}^{a} y d x=3 a^{2} \int_{0}^{\frac{1}{2} \pi} \cos ^{4} \theta \sin ^{2} \theta d \theta$,
which, \& 121,

$$
=3 a^{2} \frac{3}{6.4 .2} \frac{\pi}{2}=\frac{3}{32} \pi a^{2}
$$

$\therefore$ the whole area bounded by the curve $=\frac{3}{8} \pi a^{2}$.
For the length, $d s=\sqrt{d x^{2}+d y^{2}}=3 a \sin \theta \cos \theta d \theta$,
$\therefore$ whole length $=12 a \int_{0}^{\frac{1}{2} \pi} \sin \theta \cos \theta d \theta=6 a$.
Similarly it may be shown that the volume of the solid made by revolving the whole area about one of the axes $=\frac{3}{105} \pi a^{3}$, and that the surface of this solid $=\frac{\lambda_{\delta}^{2}}{\delta} \pi a^{2}$.
127. It will often be necessary to determine the limits of the integration from the equation of the curve. Thus in finding the whole area enclosed by the curve

$$
a^{2} y^{2}=x^{2}\left(a^{2}-x^{2}\right)
$$

it will be seen that the curve cuts the $x$-axis at ( $\pm a, 0)$ and that the general shape is that of Fig. 69.


Fig. 69. Hence the complete area

$$
=4 \int_{0}^{a} y d x=\frac{4}{3} a^{2}
$$

The volume of the solid of revolution about the $x$-axis $=\frac{4}{15} \pi a^{3}$, and about the $y$-axis $=\frac{1}{4} \pi^{2} a^{3}$.
128. When $y$ is negative the sign of $y d x$ is - , and accordingly an area lying below the axis of $x$ will be affected by


Fig. 70. the same sign. Hence in calculating an area, care must be taken that $y$ does not change sign between the given limits. Thus in the curve

$$
y=x(x-1)(x-2), \text { Fig. } 70
$$

$y$ is + from $x=0$ to $x=1,-$ from $x=1$ to $x=2$; it will be found that

$$
\int_{0}^{1} y d x=\frac{1}{4}, \quad \int_{1}^{2} y d x=-\frac{1}{4}, \quad \int_{0}^{2} y d x=0 .
$$

And generally the sum-limit given by a definite integral $\int_{a}^{b} f(x) d x$ is that of the algebraical sum of the elements, which will be equal to that of the arithmetical sum only when $f(x)$ is of the same sign for all values of $x$ between $a$ and $b$.
129. If $y$ is infinite in a given interval of $x$, the area will have a limit (and will therefore remain finite) if the indefi-
nite integral $y d x$ remains finite for the interval of $x$ in question. For example, if $y^{3}(x-1)^{2}=1$, Fig. 71, $y=\infty$ when $x \doteq 1$, and

$$
\int_{0}^{1} y d x=3\left[(x-1)^{\frac{1}{3}}\right]_{0}^{1}=3, \quad \int_{1}^{2}=3, \quad \int_{0}^{2}=6 .
$$



Fig. 71.


Fig. 72.


Fig. 73.

Thus if the area is imagined as described by an ordinate which starts from the $y$-axis and moves towards the asymptote $x=1$, the area $\doteq 3$, and this is what is meant by the area between the curve, the axes, and the asymptote. Similardy if the ordinate starts from the line $x=2$ and moves towards the asymptote $x=1$ the area $\dot{\oplus} 3$, and the sum of the area-limits $=6=\int_{0}^{2} y d x$ as if $y$ were continuous for the interval $[0,2]$ of $x$.

Similarly if $y^{3}(x-1)=1$, Fig. 72,

$$
\int_{0}^{1} y d x=\frac{3}{2}\left[(x-1)^{\frac{3}{3}}\right]_{0}^{1}=-\frac{3}{2}, \quad \int_{1}^{2}=\frac{3}{2}, \quad \int_{0}^{2}=0,
$$

the algebraical sum of the area-limits.
But if $y(x-1)^{2}=1$, Fig. 73, the indefinite integral $\int y d x=$ $\frac{1}{1-x}=\infty$ when $x \div 1$, and the area $=\infty$. In this case
$\int_{0}^{2} y d x=-2$, which represents no part of the area for the interval $[0,2]$ of $x$. On the other hand, the area for $[2, \infty] \doteq 1$.
130. As $x$ increases the volume-element $\pi y^{2} d x$ changes sign only with $y^{2}$, i.e., when $y$ becomes imaginary. Thus in Fig. 70,

$$
\int_{0}^{2} \pi y^{2} d x=\frac{16 \pi}{105}=2 \int_{0}^{1} \pi y^{2} d x .
$$

## Examples.

1. The circle $x^{2}+y^{2}=a^{2}$. Show that
(1) Area $=\pi a^{2}$.
(2) Length $=2 \pi a$.
(3) Volume of sphere $=\frac{4}{3} \pi a^{3}$.
(4) Surface of sphere $=4 \pi a^{2}$.
2. The witch $y^{2}(a-x)=a^{2} x$, Fig. 54 .

Let $x=a \sin ^{2} \theta$, then $y=a \tan \theta$.
(1) Area between curve and asymptote $=\pi a^{2}$.
(2) Volume of this about asymptote $=\frac{1}{2} \pi^{2} a^{3}$.
(3) Volume of same area about $O Y=\frac{3}{2} \pi^{2} a^{3}$.
3. The cissoid $y^{2}(a-x)=x^{3}$, Fig. 41.

Let $x=a \sin ^{2} \theta$, then $y=a \sin ^{2} \theta \tan \theta$.
(1) Area between the curve and asymptote $=\frac{3}{4} \pi a^{2}$.
(2) Volume of this about asymptote $=\frac{1}{4} \pi^{2} a^{3}$.
(3) Volume of same area about $O Y=\frac{5}{4} \pi^{2} a^{3}$.
4. Find the area bounded by the rectangular hyperbola $x y=1$, and the lines $y=0, x=1, x=n$. Ans. $\log n$.
5. The curve $y^{2}\left(a^{2}-x^{2}\right)=a^{4}$, or $x=a \sin \theta, y=a \sec \theta$.
(1) Area between curve, $y$-axis, and asymptote $x=a$ is $\pi a^{2}$.
(2) Volume of this about $y$-axis $=4 \pi a^{3}$.
(3) Volume of same area about asymptote $=2 \pi a^{3}(\pi-2)$.

6 . The curve $y=e^{-x}$.
(1) Area from $x=0$ to $x=\infty$ is 1 .
(2) Volume of this about $x$-axis $=\frac{1}{2} \pi$.
(3) Convex surface of this solid $=\pi[\sqrt{2}+\log (1+\sqrt{2})]$.
7. The curve $x^{2} y^{2}+a^{2} y^{2}=a^{2} x^{2}$.

The area between the curve and each asymptote $=2 a^{2}$.
8. Find the area between the following curves and the $x$-axis:
(1) $(y-x)^{2}=x^{3}$, Fig. 30.
Ans. $\frac{1}{10}$.
(2) $\left(y-x^{2}\right)^{2}=x^{5}$, Fig. 31.
$\frac{1}{21}$.
(3) $a^{2} y=x\left(x^{2}-a^{2}\right)$, Fig. 17.
$\frac{1}{2} a^{2}$.
(4) $y\left(1+x^{2}\right)=1$.
(5) $y=x\left(1-x^{2}\right)$.
$\pi$.
(6) $y=x^{2}(x-1)$.
$\frac{1}{2}$. $\frac{1}{12}$.
9. Find the area of a loop of the curves:
(1) $y^{2}=x^{4}(2 x+1)$, Fig. 34 .
(2) $y^{2}=x^{2}(2 x+1)$, Fig. 32.

Ans. IV $_{8}$.
(3) $a y^{2}=(x-a)(x-2 a)^{2}$.
${ }_{15}^{2}$.
$\frac{8}{15} a^{2}$.
10. The parabola $\left(\frac{x}{a}\right)^{\frac{1}{2}}+\left(\frac{y}{b}\right)^{\frac{1}{2}}=1$. See Ex. 11, p. 91.
(1) Area between curve and axes $=\frac{1}{6} a b$.
(2) Volume of this about $O X=\frac{1}{15} \pi a b^{2}$.
11. The cycloid $x=a(\theta-\sin \theta), y=a(1-\cos \theta)$, Fig. 19. For a single arch:
(1) Area $=3 \pi a^{2}$.
(2) Length $=8 a$.
(3) Volume about base $=5 \pi^{2} a^{3}$.
(4) Surface of this solid $=\frac{64}{3} \pi a^{2}$.
(5) Volume of the area $3 \pi a^{2}$ about tangent at vertex $=7 \pi^{2} a^{3}$.
(6) Show that in Fig. 20, $s^{2}=8 a x(s=O P, x=O M)$.
12. The curve $x=a(1-\cos 0), y=a 0$; Fig. 20.
(1) Area $=2 \pi a^{2}$.
(2) Volume of this about $O X=\pi\left(\pi^{2}-4\right) a^{3}$.
(3) Volume about $O Y=5 \pi^{2} a^{3}$.
13. The ellipse $\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}=1$, or $x=a \sin \theta, y=b \cos \theta$. Show that
(1) Area $=\pi a b$.
(2) Volume of prolate spheroid $*=\frac{4}{8} \pi a b^{2}$.

[^24](3) Surface of prolate spheroid $=2 \pi b^{2}+\frac{2 \pi a b}{e} \sin ^{-1} e$.
(4) Volume of oblate spheroid $*=\frac{4}{3} \pi a^{2} b$.
(5) Surface of oblate spheroid $=2 \pi a^{2}+\frac{\pi b^{2}}{e} \log \left(\frac{1+e}{1-e}\right)$.

Note.-The eccentricity $e=\sqrt{a^{2}-b^{2}} / a$.
14. The hyperbola $\frac{x^{2}}{a^{2}}-\frac{y^{2}}{b^{2}}=1$, or $x=a \sec \theta, y=b \tan \theta$.

Show that the area bounded by the curve, the $x$-axis, and the ordinate at the point $\left(x_{2}, y_{1}\right)$ is

$$
\frac{1}{2} x_{1} y_{1}-\frac{1}{2} a b \log \left(\frac{x_{1}}{a}+\frac{y_{1}}{b}\right)
$$

and hence that the second term in this result is the area of the hyperbolic sector $O A P$, where $O$ is the centre, $A$ the vertex, and $P$ the point on the curve.
15. The parabola $y^{2}=4 a x$, Fig. 74 .

If $O A=x_{1}, A B=y_{1}$, show that
(1) Area $O A B=\frac{2}{3} x_{1} y_{1}$.
(2) Length $O B=\frac{y_{1}}{4 a} \sqrt{4 a^{2}+y_{1}{ }^{2}}$

$$
+a \log \frac{y_{1}+\sqrt{4 a^{2}+y_{1}^{2}}}{2 a}
$$



Fig. 74.
(3) Volume of $O A B$ about $O X=\frac{1}{2} \pi y_{1}{ }^{2} x_{1}$.
(4) Surface of this solid $=\frac{\pi}{3 a}\left[\left(4 a^{2}+y_{1}{ }^{2}\right)^{\frac{3}{2}}-8 a^{3}\right]$

$$
=\frac{\pi}{3 a}\left[\text { normal }^{3}-\text { subnormal }^{3}\right] .
$$

(5) Volume of $O A B$ about $A B=\frac{8}{15} \pi x_{1}{ }^{2} y_{1}$.
(6) Volume of $O B C$ about $O Y=\frac{1}{5} \pi x_{1}^{2} y_{1}$.
(7) Volume of $O B C$ about $B C=\frac{1}{6} \pi y_{1}{ }^{2} x_{1}$.

[^25]
## CHAPTER XXX.

SIMPSON'S RULE. VOLUMES FROM PARALLEL SECTIONS. THE PRISMOIDAL FORMULA. LENGTH OF A CURVE IN SPACE.
131. Simpson's rule. An area (Fig. 75) is bounded by a line which is taken as the $x$-axis, a curve, and two ordi-


Fig. 75
nates of length $y_{1}, y_{3}$, at a distance $h$ apart, and $y_{2}$ is the ordinate midway between them.

The area

$$
\begin{equation*}
A=\frac{1}{6} h\left(y_{1}+4 y_{2}+y_{3}\right) \tag{1}
\end{equation*}
$$

provided that the equation of the curve is of the form

$$
\begin{equation*}
y=a+b x+c x^{2}+d x^{3} \tag{2}
\end{equation*}
$$

where $a, b, c$, and $d$ are constants. (1) is the statement of Simpson's Rule.

For convenience take the origin at 0 , the foot of the middle ordinate. Then the area

$$
\begin{aligned}
A & =\int_{-\frac{1}{2} h}^{\frac{1}{2} h} y d x=\int_{-\frac{1}{h} h}^{\frac{1}{2} h}\left(a+b x+c x^{2}+d x^{3}\right) d x \\
& =a h+\frac{1}{12} c^{3}=\frac{1}{6} h\left(6 a+\frac{1}{2} c h^{2}\right)
\end{aligned}
$$

$y_{1}, y_{2}, y_{3}$ are the values of $y$ in (2) when $x=-\frac{1}{2} h, 0, \frac{1}{2} h$; $\therefore y_{1}+y_{3}=2 a+\frac{1}{2} \operatorname{ch}^{2}$, and $y_{2}=a$. Hence (1).

The origin may be any point in $O X$, for the equation would remain of the form (1) if the origin were transferred to $O$.
132. When the equation is not of the form (2), or is altogether unknown, the area may be divided into four, six, or an even number $n$ of parts by equidistant ordinates, and (1) applied to each part; the result will be a more or less close approximation to the correct area. This depends upon the fact that $y$ can, in general, be expressed as a series of powers of $x$, and that higher powers than the third may, for purposes of approximation, be neglected if $x$ is small. Formula (1) now becomes

$$
\frac{h}{3 n}\left[y_{1}+4\left(y_{2}+y_{4}+\ldots\right)+2\left(y_{3}+y_{5}+\ldots\right)+y_{n+1}\right]
$$

$h$ being the whole base, $n$ the number of parts, $y_{1}$ and $y_{n+1}$ the extreme ordinates, $y_{2}, y_{4}, \ldots$ the even-numbered ordinates, $y_{3}, y_{5}, \ldots$ the remaining ordinates.

Ex. If in Fig. 75 the base $h$ were divided into three equal parts, show that the area

$$
=\frac{1}{8} h\left(y_{1}+3 y_{2}+3 y_{3}+y_{4}\right) * \text {, }
$$

where $y_{1}$ and $y_{4}$ are the extreme ordinates, $y_{2}$ and $y_{3}$ the intermediate ones.


Fig. 76.
133. Volumes from parallel sections. Let a solid be cut by parallel planes at perpendicular distances $a, x, x+d x, b$
from a fixed point, and let $A$ be the area of the section at distance $x$. Then if $A$ can be expressed as a function of $x$, the volume of the solid between the extreme planes is

$$
\int_{a}^{b} A d x .
$$

For the volume of the slice of thickness $d x$ is $(A+i) d x$, where $i$ is infinitesimal, $\therefore$ the element of the integral is $A d x$.
Ex. 1. To find the volume of the ellipsoid $\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}+\frac{z^{2}}{c^{2}}=1$. The


Fig. 77. equation may be written

$$
\frac{y^{2}}{b^{2}\left(1-\frac{x^{2}}{a^{2}}\right)}+\frac{z^{2}}{c^{2}\left(1-\frac{x^{2}}{a^{2}}\right)}=1
$$

which, $x$ being regarded as constant, is the equation of $a^{3}$ section at a distance $x$ from the origin. The area of any ellipse $y^{2} / \alpha^{2}+z^{2} / \beta^{2}=1$ is $\pi \alpha \beta$. Hence the area of the section of which $D E F$ is a quadrant is $\pi b c\left(1-\frac{x^{2}}{a^{2}}\right) . \therefore$ the whole volume is

$$
2 \pi b c \int_{0}^{a}\left(1-\frac{x^{2}}{a^{2}}\right) d x=\frac{4}{3} \pi a b c .
$$

2. Find the volume of the elliptic paraboloid $y^{2} / b^{2}+z^{2} / c^{2}=2 x$ from $x=0$ to $x=a$. Ans. $\pi a^{2} b c$.
3. Find the volume enclosed by the plane $x=h$ and the surface (1) $y^{2} / x^{2}+z^{2} / a^{2}=1$, (2) $x y^{2}+a z^{2}=a x^{2}$. Ans. (1) $\frac{1}{2} \pi a h^{2}$, (2) $\frac{2}{5} \pi a \frac{1}{3} h$.
4. Find the volume of the tetrahedron formed by the coördinate planes and the plane $\frac{x}{a}+\frac{y}{b}+\frac{z}{c}=1$.

Ans. $\frac{1}{6} a b c$.
5. Two cylinders of altitude $h$ have one extremity, viz., a circle of radius $a$, in common; the opposite extremities touch each other. To find the common volume.

A section of the common volume parallel to the plane CDEF (which contains the centres of the circles) and at a distance $O A=x$ from that plane is a triangle $G B H$ similar to $E Q F$. The area of $E Q F$ is $a h$.

$$
\begin{gathered}
\therefore \frac{G B H}{a h}=\frac{A H^{2}}{O F^{2}}=\frac{a^{2}-x^{2}}{a^{2}} . \therefore G B H=\frac{h}{a}\left(a^{2}-x^{2}\right) . \\
\therefore V=2 \frac{h}{a} \int_{0}^{a}\left(a^{2}-x^{2}\right) d x=\frac{4}{3} a^{2} h .
\end{gathered}
$$



Fig. 78.


Fig. 79.
6. A square moves with the middle points of its sides on the circumferences of two equal circles at right angles to each other. To show that the volume and surface of the groin thus formed are each $4 / \pi$ times those of the inscribed sphere.

Let $B C D E$ (Fig. 79) be one position of the square, $O A=x, A P=y$. The volume and surface elements of the sphere are $\pi y^{2} d x, 2 \pi y d s$; those of the given solid are $(2 y)^{2} d x, 4(2 y) d s$; hence the proposition. The volume and surface are therefore $\frac{16}{3} a^{3}, 16 a^{2}$.

The solid is evidently the common part of two equal right circular cylinders whose axes intersect at right angles.
7. A right circular cylinder is sharpened to an edge coinciding with a diameter, the equal plane faces forming a wedge. Find the volume cut off.

Let a length $h$ be cut from opposite sides of the cylinder of radius $a$. Sections may be made by planes parallel to the axis and the diameter, or parallel to the axis and perpendicular to the diameter. Ans. $\frac{4}{3} a^{2} h$.
Show that for any diameter of a right elliptic cylinder the result is ${ }^{4} a b h$.
8. A parallelogram moves with its angular points on two ellipses which have a common axis. The semi-axes are $a, b, c$, and the angle between the curves is $\omega$ Show that the volume is $\frac{8}{3} a b c \sin \omega$.
9. Show that the volume of any cone or pyramid $=\frac{1}{3}$ base $\times$ height, assuming that the area of a section parallel to the base varies as the square of its distance from the vertex.
10. A straight line is parallel to a plane which contains a closed curve. Another straight line moves so as to intersect the curve and the fixed straight line and remain perpendicular to the latter. Show that the volume of the right conoid thus formed $=$ $\frac{1}{2}$ base $\times$ height.


Fig. 80.


Fig. 81.
11. Form of an inverted column of uniform strength. Let $A$ be area of a horizontal section at a distance $x$ above the base, which is also assumed to be horizontal and of area $a$. The prescribed condition is that $A$ varies as the volume $V$ below $A$; hence $d A$ varies as $d V$.

$$
\therefore d A=k A d x, \quad \text { or } \quad d A / A=k d x
$$

Integrating, $\log A=k x+c$. But $A=a$ when $x=0, \therefore \log a=c$.

$$
\therefore \log (A / a)=k x \text {, or } \quad A=a e^{k x} .
$$

12. Such a column is to be cast in the form of a solid of revo
lution, $R$ and $r$ being the radii of the extremities, and $h$ the height.
How much metal is required?

$$
\text { Ans. Vol. }=\frac{\pi h\left(R^{2}-r^{2}\right)}{2 \log \left(\frac{R}{r}\right)}
$$

134. The prismoidal formula. The extremities of a solid are parallel planes of area $A_{1}, A_{3}$, at a distance $h$ apart, and $A_{2}$ is the area of a parallel section midway between them. The volume

$$
\begin{equation*}
v=\frac{1}{6} h\left(A_{1}+4 A_{2}+A_{3}\right), \tag{1}
\end{equation*}
$$

provided that the area $A$ of any section parallel to the extremities can be expressed in the form

$$
\begin{equation*}
a+b x+c x^{2}+d x^{3} \tag{2}
\end{equation*}
$$

where $x$ is the distance of the section from a fixed point.
(1) is the Prismoidal Formula. Since the volume $=\int A d x$, the proof is the same as for Simpson's Rule. The Prismoidal Formula will give exact values of the volume of many of the common solids, such as cones, pyramids, prisms, spheres, ellipsoids, paraboloids, etc. It will apply to Exs. 1-9 of § 133. (In Ex. 7 it will apply to the second mentioned sections, but not to the first.)

Ex. 1. The area of a section of a sphere at a distance $x$ from the centre is $\pi\left(a^{2}-x^{2}\right)$, which is of the form (2), hence the Prismoidal Formula will apply. For the whole volume $h=2 a, A_{1}=A_{3}=0$, $A_{2}=\pi a^{2} . \quad \therefore V=\frac{4}{3} \pi a^{3}$.
2. Find the volume of the greatest solid that can be cut from a sphere of radius $a$, the parallel sections to be regular polygons of $n$ sides.

Ans. $\frac{2}{3} n a^{3} \sin 2 \pi / n$.
The volume of a sphere may be deduced. For

$$
\frac{2}{3} n a^{3} \sin 2 \pi / n=\frac{4}{8} \pi a^{3} \frac{\sin 2 \pi / n}{2 \pi / n} \doteq \frac{4}{8} \pi a^{3} \text { when } n=\infty .
$$

## 135. Length of a curve in space.

Ex. 1. To find the length of the curve of intersection of $a z=x^{3}$ and $3 a^{2} y=2 x^{3}$ from the origin to the point ( $x_{1}, y_{1}, z_{1}$ ).

We have (866) $\quad d s^{2}=d x^{2}+d y^{2}+d z^{2}=\left(1+\frac{2 x^{2}}{a^{2}}\right)^{2} d x^{2}$.

$$
\therefore s=\int_{0}^{x_{1}}\left(1+\frac{2 x^{2}}{a^{2}}\right) d x=x_{1}+\frac{2}{3} \frac{x_{1}{ }^{3}}{a^{2}}=x_{1}+y_{1} \text {. }
$$

2. Find the length of the helix $x=a \sin n z, y=a \cos i z k$, from the origin to the point $\left(x_{1}, y_{1}, z_{1}\right)$. Ans. $z_{1} \sqrt{1+n^{2} a^{2}}$.

## CHAPTER XXXI.

## POLAR COÖRDINATES.

136. Let $O$ be the pole or polar origin, $O A$ the polar axis or initial line, $(\theta, r),(\theta+\Delta \theta, r+\Delta r)$ the coördinates of $P$ and $Q, \psi$ the angle which the tangent at $P$ makes with the radius vector $O P$. Take $P R$ perpendicular to $O Q$. Then $\psi$ is the limit of $O Q P$ as $Q$ approaches coincidence with $P$, and $\tan O Q P=P R / R Q$.


Fig. 82.


Fig. 83.

But $P R=r \sin \Delta \theta=r \Delta \theta+I_{1}$, (§ 16), and $R Q=r+\Delta r-r \cos \Delta \theta=\Delta r+r(1-\cos \Delta \theta)=\Delta r+I_{2}$.
$\therefore \tan \psi=€ \frac{P R}{R Q}=€ \frac{r \Delta \theta}{\Delta r}(\S 17)=r \frac{d \theta}{d r}$.
Similarly $\quad \sin \psi=r \frac{d \theta}{d s}, \quad \cos \psi=\frac{d r}{d s}$.

Squaring and adding, $\quad 1=\left(r^{2} d \theta^{2}+d r^{2}\right) / d s^{2}$,
or

$$
d s^{2}=r^{2} d \theta^{2}+d r^{2}
$$

137. Through the origin $O$ (Fig. 83) let a line be drawn perpendicular to the radius vector $O P$, meeting the tangent in $T$ and the normal in $N$. Then $T P$ is called the polar tangont, NP the polar normal, TO the polar subtangent, and $O N$ the polar subnormal. The lengths of these lines in terms of $r$ and $\theta$ can be written down at once; e.g.,

$$
T O=r \tan \psi=r^{2} d \theta / d r
$$

The tangent at any point $P$ is easily drawn by calculating $O T$ and then joining $T$ to $P$.
138. Some of these quantities are more conveniently expressed in terms of $\theta$ and the reciprocal of $r$. Calling this $u$, we have $u=1 / r, d u=-d r / r^{2}$; hence the polar subtangent

$$
T O=-d \theta / d u
$$

The polar coördinates of $T$ are $\left(\frac{1}{2} \pi+\theta, \frac{d \theta}{d u}\right)$.
Let $O G$, the perpendicular on the tangent, $=p$.
Then $\because O T P$ is a right-angled triangle and $O G$ the perpendicular from the right angle to the hypotenuse, we have

$$
\begin{equation*}
\frac{1}{O G^{2}}=\frac{1}{O P^{2}}+\frac{1}{O T^{2}}, \quad \text { or } \cdot \frac{1}{p^{2}}=u^{2}+\left(\frac{d u}{d \theta}\right)^{2} \tag{1}
\end{equation*}
$$

139. The polar equations of some of the commoner curves are as follows:
(1) $r \cos \theta=a, a$ straight line.
(2) $r=a \cos \theta$, a circle of diameter $a$ (origin a point on the circumference, initial line a diameter).
(3) $r^{2} \cos 2 \theta=a^{2}$, a rectangular hyperbola, Fig. 98 (origin the centre, initial line the transverse axis).
(4) $r^{2}=a^{2} \cos 20$, a lemniscate, Fig. 27 (origin the centre, initial line the axis).
(5) $r^{\frac{1}{2}} \cos \frac{1}{2} \theta=a^{\frac{1}{2}}$, or $r(1+\cos \theta)=2 a$, a parabola (origin the focus, initial line the axis).
(6) $r^{\frac{1}{2}}=a^{\frac{1}{2}} \cos \frac{1}{2} \theta$, or $r=\frac{1}{2} a(1+\cos \theta)$, a cardioid, Fig. 89 .
(7) $r(1+e \cos \theta)=m$, an ellipse, hyperbola, or parabola according as the eccentricity $e<,=$, or $>1$ (pole the focus, initial line the axis, $m$ half the latus rectum).
(8) $r=n(1+e \cos \theta)$, a limaçon, Figs. $88,89,90$, according as $e<,=$, or $>1$.


Fig. 84.
(9) $r=a \theta$, a spiral of Archimedes, Fig. 84.
(In Figs. 84, 85, $\theta$ varies from a little less than $-2 \pi$ to a little more than $2 \pi$ ).


Fig. 85.
(10) $r \theta=a$, a reciprocal or hyperbolic spiral, Fig. 85.'


Fig. 86.
(11) $r^{2} \theta=a^{2}$, a lituus, Fig. 86 ( $\theta$ is necessarily + , and varies in the figure from 0 to a little more than $2 \pi, r$ is $\pm$ for a given value of $\theta$ ).
(12) $r=a^{\theta}$, a logarithmic or equiangular spiral, Fig. $\delta 7$


Fig. 87. ( $r=1$ when $\theta=0, r=a$ when $\theta=1$ radian, $r<1$ when $\theta$ is negative).

Since $\theta$ may be supposed to increase or decrease without bound, each spiral consists of an infinite number of whorls or spires.
140. Equations (1) to (6) are all included under the form $r^{m} \cos m \theta=a^{m}$; in (1), (3), and (5) $m$ has the values $1,2, \frac{1}{2}$, respectively; in (2), (4), (6), it has the values $-1,-2$ $-\frac{1}{2}$. In all cases $a$ is the intercept on the initial line. The equation $r^{m} \sin m \theta=a^{m}$ represents the same series of curves, the initial line having been turned backward through the angle $\pi /(2 m)$. Similarly (9), (10), (11) are particular cases of the equation $r^{m}=a^{m} \theta^{n}$.
141. The radius vector of the limaçon, equation (8), is proportional to the reciprocal of the radius vector of a conic section, equation 7; hence the limaçon is called the inverse of a conic section with regard to a focus. Since $r=e n \cos 0+n$, the radius vector is equal to that of a circle of diameter en plus a constant line $n$, and hence the curve is easily constructed. (The construction or auxiliary circles are shown in the figures.)


Fig. 88.


Fig. 89.


Fig. ${ }^{6} 0$.

When $e=1$ the curve becomes a cardioid (eqn. 6), which is therefore the inverse of a parabola. When $e=2$ the curve is
called a trisectrix, the loop then passing through the centre of the circle.

## Examples.

1. If $r^{m}=a^{m} \theta^{n}$, show that $\tan \psi=\frac{m}{n} \theta$.
(Differentiate logarithmically.)
2. If $r^{m} \cos m \theta=a^{m}$, or $r^{m}=a^{m} \cos m \theta$, show that $\tan \psi=\cot m \theta$, i.e., that the angle between the radius vector and normal $=m \theta$, and hence that GOA (Fig. 83) $=(m-1) \theta$.
3. In the logarithmic spiral $r=a^{\theta}$ show that $\psi$ is constant and $=\cot ^{-1}\left(\log _{e} a\right)$.

In Fig. 87. $a=1.318 \mathrm{~cm}$.; show that $\psi=74^{\circ} 33^{\prime}$.
4. To find the polar subtangent of a conic.

From the equation $1+e \cos \theta=m / r=m u$ we have $-e \sin \theta d \theta$ $=m d u$, and the polar subtangent $=-d \theta / d u=m /(e \sin \theta)$.
5. In any conic prove that

$$
\frac{1}{p^{2}}=\frac{2}{m}\left(\frac{1}{r}-\frac{1-e^{2}}{2 m}\right)
$$

6. In the curve $r^{m} \cos m \theta=a^{m}$ prove that $p r^{m-1}=a^{m}$.
7. Changing the sign of $m$, show that $p a^{m}=r^{m+1}$ in the curve $r^{m}=a^{m} \cos m \theta$.
8. Show that the polar subnormal of any curve $=d r / d \theta$.

In what curve is the polar subnormal constant?
9. In what curve is the polar subtangent constant?
10. Show that the polar normal $=d s / d \theta$.

## Asymptotes.

142. The position of any line is known when its direction and one point in the line are known. We may therefore determine an asymptote by finding a value of $\theta$ for which $r=\infty$ or $u \doteq 0$, and then calculating the coördinates ( $\$ 138$ ) of $T$, the extremity of the corresponding polar subtangent, viz. $\left(\frac{1}{2} \pi+\theta, \frac{d \theta}{d u}\right)$, remembering that the asymptote and radius vector must be parallel.

## Examples.

1. $r=\frac{a \theta}{1-\theta}$ (Fig. 91), or $u=\frac{1}{a \theta}-\frac{1}{a}$ whence $\frac{d \theta}{d u}=-a \theta^{2}$, and $r=\infty$ or $u \doteq 0$ when $\theta \doteq 1$. Hence the asymptote passes through the point $\left(\frac{1}{2} \pi+1,-a\right)$ or $\left(1-\frac{1}{2} \pi, a\right)$ and is parallel to the line $\theta=1$.


Fig. 91.


Fig. 92.
2. Find the asymptotes of the curve $(r-a) \theta^{2}=r$ (Fig. 92). Ans. Lines through ( $\left.\frac{1}{2} \pi \pm 1, \pm \frac{1}{2} a\right)$ parallel to $\theta= \pm 1$.
3. Find the asymptote of the reciprocal spiral $r \theta=a$ (Fig. 85).

Ans. A line through ( $\left.\frac{1}{2} \pi, a\right)$ parallel to the initial line.
4. Show that the initial line is an asymptote to the lituus $r^{2} 0=a^{2}$ (Fig. 86).
5. Find the asymptotes of the curve $r \sin 40=a$ (Fig. 93). Ans. Four pairs of parallel lines, each pair $\frac{1}{2} a$ apart.
(The numbers in figures indicate the order in which the branches are formed as 0 increases from 0 to $2 \pi$.)
6. Find the asymptotes of the curve $r^{2} \sin 4 \theta=a^{2}$ (Fig. 94). Ans. Four lines passing through the origin.
7. Find the asymptotes of the curve $r \cos 2 \theta=2 a$.

Ans. Four lines parallel respectively to $\theta=\frac{1}{4} \pi, \theta=\frac{3}{4} \pi, \theta=\frac{5}{4} \pi$, $\theta=\frac{7}{4} \pi$, and passing through the points $\left(\frac{3}{4} \pi,-a\right),\left(\frac{5}{4} \pi, a\right)$, $\left(\frac{7}{6} \pi,-a\right),\left(\frac{9}{8} \pi, a\right)$.
8. Show that the rectangular equation of an asymptote of the curve $r^{-1}=f(\theta)$ is

$$
f^{\prime}(\alpha)(x \sin \alpha-y \cos \alpha)+1=0
$$

where $\alpha$ is one of the roots of the equation $f(\theta)=0$.


Fig. 93.


Fig. 94.

## Asymptotic Circles.

143. In the curve Fig. 91, $r=\frac{a \theta}{1-\theta}=\frac{a}{\frac{1}{\theta}-1} \doteq-a$ if $\theta= \pm \infty$,
and hence the circle of radius $a$ is called an asymptotic circle. The curve approaches the circle from the outside when $\theta$ increases from the value 1 , and from the inside when $\theta$ decreases from the value 0 . Similarly $r=a$ is an asymptotic circle of the curve $r\left(\theta^{2}-1\right)=a \theta^{2}$ (Fig. 92).

## Points of Inflexion.

144. Whenever the extremity of the radius vector passes through a point of inflexion, the perpendicular on the tangent is a maximum or a minimum, and hence $d p / d r$ changes sign.

Differentiating $\frac{1}{p^{2}}=u^{2}+\left(\frac{d u}{d \theta}\right)^{2}(\S 138)$ we have

$$
-\frac{2}{p^{3}} d p=2 u d u+\frac{2 d u d^{2} u}{d \theta^{2}}=2 d u\left(u+\frac{d^{2} u}{d \theta^{2}}\right)
$$

Also $r=1 / u, d r=-d u / u^{2}$,

$$
\therefore \frac{d p}{d r}=u^{2} p^{3}\left(u+\frac{d^{2} u}{d \theta^{2}}\right) .
$$

Hence at a point of inflexion $u+\frac{d^{2} u}{d \theta^{2}}$ changes sign.

## Examples.

1. Find the points of inflexion on the curve $(r-a) \theta^{2}=r$ or $a u=1-\theta^{-2}$ (Fig. 92). Ans. ( $\pm \sqrt{3}, \frac{3}{2} a$ ).
2. Find the point of inflexion on the curve $r(1-\theta)=a 0$ (Fig. 91).

Ans. $\theta$ is a root of the equation $\theta^{3}-\theta^{2}-2=0, \therefore$ ( $\S 50$ ) $\theta=1.696 \mathrm{rdn} .=97^{\circ} 2$, and $\therefore r=-2.437 a$.
3. Find the points of inflexion on the lituus $r^{2} \theta=a^{2}$ (Fig. 86).

$$
\text { Ans. }\left(\frac{1}{2}, \pm a \sqrt{2}\right)
$$

4. In the lemniscate $r^{2}=a^{2} \cos 2 \theta$ (Fig. 27) show that $d p / d r$ $=3 \cos 2 \theta$, and hence that the origin is a point of inflexion on each branch.
5. Show that a curve is concave or convex to the origin according as $u+d^{2} u / d \theta^{2}$ is + or - .

## Multiple Points.

145. The equation of a curve being $r=f(\theta)$, the direction of the curve at the origin is determined by the values of $\theta$,


Fig. 95.
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which satisfy the equation $f(\theta)=0$. If this equation have two or more roots there will be a multiple point at the origin.

## Examples.

1. In the lemniscate $r^{2}=a^{2} \cos 2 \theta$ (Fig. 27) the equation $\cos 2 \theta=0$ gives $\theta= \pm \frac{1}{4} \pi$ for the directions of the tangents at the origin.
2. Find the tangents to the curve $r=a \sin 4 \theta$ (Fig. 95) at the origin. Ans. $\theta=0, \frac{1}{4} \pi, \frac{1}{2} \pi, \frac{3}{4} \pi$.
These lines are also tangents to the curve $r^{2}=a^{2} \sin 4 \theta$ (Fig. 96) at the origin.
3. Find the tangents to the curve $r=a \sin 3 \theta$ at the origin.

$$
\text { Ans. } \theta=0, \frac{1}{3} \pi, \frac{2}{3} \pi \text {. }
$$

4. Show that the curve $(r-a) \theta^{2}=r$ (Fig. 92) has a cusp at the origin.

## Curvature.

146. Let $P D, Q D$ be consecutive normals (see $\S 84$ ), and let the angle $P D Q=\Delta \phi$. We shall first show that $D P-D Q$ is an infinitesimal of at least the second order, $P Q$ or $\Delta \phi$ being of the first.

Draw $Q F$ perpendicular to $D P$. Then

$$
D P-D Q=F P-D Q(1-\cos \Delta \phi) .
$$

But $1-\cos \Delta \phi$ is of the second order; so is $F P$, since it=chord $P Q \times \cos F P Q$, and each factor is infinitesimal. Hence $D P-D Q$ is of at least the second order.

Let $P D=n$, then $Q D$ may be written $n+I$.

Let $O P=r, O Q=r+\Delta r, O T=p, O T^{\prime}=p+\Delta p$. Then in the triangle $O P D$

$$
\begin{aligned}
O D^{2} & =P O^{2}+P D^{2}-2 P O \cdot P D \cos O P D \\
& =r^{2}+n^{2}-2 r n \sin \psi=r^{2}+n^{2}-2 p n .
\end{aligned}
$$

Hence in the triangle $O Q D$

$$
O D^{2}=(r+\Delta r)^{2}+(n+I)^{2}-2(p+\Delta p)(n+I)
$$

Equating and simplifying,

$$
0=2 r \Delta r-2 n \Delta p+I_{1}, \quad \therefore £ n=£(r \Delta r / \Delta p)
$$

But $£ n=R$, the radius of curvature $P C, \S 84$.

$$
\begin{equation*}
\therefore R=r \frac{d r}{d p} . \tag{1}
\end{equation*}
$$

Hence also (§§ 138, 144)
or

$$
\begin{align*}
& R=\frac{1}{u^{3} p^{3}\left(u+\frac{d^{2} u}{d \theta^{2}}\right)}=\frac{\left[u^{2}+\left(\frac{d u}{d \theta}\right)^{2}\right]^{3}}{u^{3}\left(u+\frac{d^{2} u}{d u^{2}}\right)}, \\
& R=\frac{\left[1+\frac{1}{u^{2}}\left(\frac{d u}{d \theta}\right)^{2}\right]^{3}}{u+\frac{d^{2} u}{d \theta^{2}}} . \tag{2}
\end{align*}
$$

## Examples.

1. Find the radius of curvature at any point of $r^{m} \cos m \theta=a^{m}$ or $p r^{m-1}=a^{m}$.

$$
\text { Ans. } R=-\frac{r^{m+1}}{(m-1) a^{m}}=-\frac{r^{2}}{(m-1) p}
$$

If $r^{m}=a^{m} \cos m \theta, R=\frac{a^{m}}{(m+1) r^{m-1}}=\frac{r^{2}}{(m+1) p}$.
2. The equation $r^{2}=p^{2}+a^{2}$ represents an involute of a circle, find $R$.
3. In the logarithmic spiral $r=a^{\theta}, p=r \sin \psi$, and $\psi$ is constant, hence $R=r / \sin \psi=$ the polar normal.
4. Show that the evolute of the logarithmic spiral is an equal logarithmic spiral.
[ $O C$ is a radius vector and $P C$ a tangent to the evolute, and in this case the angle $O C P=\psi$, a constant.]
5. Prove that in any curve

$$
R=\frac{\left[r^{2}+\left(\frac{d r}{d \theta}\right)^{2}\right]^{\frac{3}{2}}}{r^{2}+2\left(\frac{d r}{d \theta}\right)^{2}-r \frac{d^{2} r}{d \theta^{2}}}
$$

[We have $u=1 / r, d u=-d r / r^{2}, \quad d^{2} u=-\left(r^{2} d^{2} r-2 r d r^{2}\right) / r^{4}$, to substitute in (2).]
6. In the spiral $r=a \theta$ (Fig. 84), $R=\left(a^{2}+r^{2}\right)^{\frac{3}{2}} /\left(2 a^{2}+r^{2}\right)$.
7. In the spiral $r \theta=a$ (Fig. 85), $R=r\left(a^{2}+r^{2}\right)^{\frac{3}{2}} / a^{3}$.
8. If a curve touch the initial line at the origin, prove that $R=$ the limit of $\frac{1}{2} r / \theta$ at that point; and hence show that the radius of curvature of the curve of Fig. 91 at the origin is half the radius of the circle in the figure.
9. Find $R$ for the curve $r=a \sin n \theta$ at the origin. Ans. $\frac{1}{2} n a$.
10. Prove that the intercept of the circle of curvature on the radius vector of any curve $=2 p d r / d p$.

In the curves $r^{m} \cos m \theta=a^{m}$ and $r^{m}=a^{m} \cos m \theta$ show that these chords $=-2 r /(m-1)$ and $2 r /(m+1)$, respectively.

## Areas, etc.

147. Let $A O P=\theta, P O Q=d \theta, O P=r, O Q=r+\Delta r$. (1) The area-increment $P O Q$ lies between the circular sectors $P O D, E O Q$, whose areas are $\frac{1}{2} r^{2} d \theta$, $\frac{1}{2}(r+\Delta r)^{2} d \theta$. $\quad \therefore$ area $P O D=\frac{1}{2} r^{2} d \theta+I$.

Hence the area between the curve and two radii vectores is

$$
\frac{1}{2} \int_{\alpha}^{\beta} r^{2} d \theta .
$$

(2) The area bounded by two radii


Fig. $97 a$. vectores and two given curves $r_{1}=f_{1}(\theta)$ and $r_{2}=f_{2}(\theta)$ is

$$
\frac{1}{2} \int_{\alpha}^{\beta}\left(r_{2}^{2}-r_{1}^{2}\right) d \theta \text { or } \frac{1}{2} \int_{\alpha}^{\beta}\left(r_{2}^{2}+r_{1}^{2}\right) d \theta
$$

according as the curves lie on the same side or on opposite sides of the origin.
(3) The length $s=\int d s=\int \sqrt{r^{2} d \theta^{2}+d r^{2}}$, taken between assigned limits.
(4) The area of the surface formed by the revolution of the curve about the initial line is (§ 125 (4))

$$
2 \pi \int r \sin \theta d s
$$

## Examples.

- 1. The cardioid $r=a \cos ^{2 \frac{1}{2} \theta}$ (Fig. 89).
(1) The area $=\frac{1}{2} a \int_{-\pi}^{\pi} \cos ^{4} \frac{1}{2} \theta d \theta=\frac{3}{8} \pi a^{2}$.
(2) The length-element $d s=\sqrt{r^{2} d \theta^{2}+d r^{2}}=a \cos \frac{1}{2} \theta d \theta$, which does not change sign while $\theta$ increases from $-\pi$ to $\pi$, hence the whole length of the curve is

$$
a \int_{-\pi}^{\pi} \cos \frac{1}{2} \theta d \theta=4 a .^{*}
$$

(3) The surface of revolution about the initial line

$$
\begin{aligned}
=2 \pi \int_{0}^{\pi} r \sin \theta d s & =2 \pi \int_{0}^{\pi} a \cos ^{2} \frac{1}{2} \theta \cdot \sin \theta \cdot a \cos \frac{1}{2} \theta d \theta \\
& =2 \pi a^{3} \int_{0}^{\pi} \cos ^{4} \frac{1}{2} \theta \sin \frac{1}{2} \theta d \theta=\frac{8}{8} \pi a^{2} .
\end{aligned}
$$

(The volume $=\frac{1}{3} \pi a^{3}, \S 178$, Ex. 6.)
2. The spiral of Archimedes $r=a \theta$ (Fig. 84).
(1) Let it be required to find the area included between the $n$th and $(n+1)$ th spires. On the former $r=a[2(n-1) \pi+\theta]$, and on the latter $r=a[2 n \pi+\theta]$, hence the area between them

$$
=\frac{1}{2} a^{2} \int_{0}^{2 \pi}\left[(2 n \pi+\theta)^{2}-(2(n-1) \pi+\theta)^{2}\right] d \theta=8 \pi^{3} a^{2} n
$$

and is $\therefore$ proportional to $n$.

[^26](2) Show that the area of the first spire ( $\theta$ varying from 0 to $2 \pi)=8 \pi^{3} a^{2} / 6$.
(3) The length of the curve from the origin to $r=r_{1}$ is
$$
\frac{1}{a} \int_{0}^{r_{1}} \sqrt{a^{2}+r^{2}} d r(\text { see } \S 112, \text { Ex. 2). }
$$

This is easily shown to be the same as the length of the parabola $y^{2}=2 a x$ from the vertex to $y=r_{1}$.
3. The lemniscate $r^{2}=a^{2} \cos 2 \theta$ (Fig. 27).
(1) The area $=a^{2}$.
(2) Show that $r d s=a^{2} d \theta$.
(3) The surface of revolution about the axis $=2 \pi a^{2}(2-\sqrt{2})$.
(4) The surface of revolution about a tangent at the centre $=4 \pi a^{2}$.
[This tangent being taken as initial line, the equation becomes $r^{2}=a^{2} \sin 2 \theta$.]
4. Prove that the length of any curve $=\int \frac{r d r}{\sqrt{r^{2}-p^{2}}}$, and that the area $=\frac{1}{2} \int p d s=\frac{1}{2} \int \frac{p r d r}{\sqrt{r^{2}-p^{2}}}$.
5. To find the length and area of the logarithmic spiral $r=a^{\theta}$ (Fig. 87).
(1) Let $\psi$ be the constant angle between the radius vector and the tangent. Then $d s=d r / \cos \psi$, whence

$$
s=\int_{1}^{r_{2}} \frac{d r}{\cos \psi}=\frac{r_{2}-r_{1}}{\cos \psi},
$$

where $r_{1}$ and $r_{2}$ are the radii vectores of the extremities of the arc.
(2) For the area, $\frac{1}{2} p d s=\frac{1}{2} r \sin \psi d r / \cos \psi$.

$$
\therefore \text { area }=\frac{1}{2} \tan \psi \int_{r_{1}}^{r_{2}} r d r=\frac{1}{4}\left(r_{2}{ }^{2}-r_{1}{ }^{2}\right) \tan \psi .
$$

6. The length of the spiral $r=e^{-\theta}$ from $\theta=0$ to $\theta=\infty$ is $\sqrt{2}$.
7. In the curve $r^{2}=a^{2} \sin 4 \theta$ (Fig. 96) show that the area of each loop $=\frac{1}{4} a^{2}$.
8. In the curve $r=a \sin 4 \theta$ (Fig. 95) show that the area of each loop $=\frac{1}{16} \pi a^{\prime}=\frac{1}{2}$ that of the circumscribed circular sector (centre the origin).
9. Prove that the length of the curve $r^{\frac{1}{n}}=a^{\frac{1}{n}} \cos \frac{1}{n} \theta$ is

$$
\frac{n(n-2) \ldots}{(n-1)(n-3) \ldots} \cdot 2 a \alpha
$$

where $\alpha$ is 1 or $\frac{1}{2} \pi$ according as $n$ is even or odd.
10. In the spiral $r \theta=a$ (Fig. 85) show that the area bounded by two radii vectores and the curve is $\frac{1}{2} a\left(r_{2}-r_{1}\right)$.
11. The polar equation of the cissoid (Fig. 41) is $r \cos \theta=a \sin ^{2} \theta$, that of its asymptote is $r \cos \theta=a$, that of the circle of diameter $a$ is $r=a \cos \theta$; show that the area between the cissoid and its asymptote $=\frac{3}{4} \pi a^{2}$, and that the area between the cissoid and the circle $=\left(\frac{1}{2} \pi-1\right) a^{2}$.
12. Find the area of a sector of the rectangular hyperbola $r^{2} \cos 2 \theta=a^{2}$ (Fig. 98) between $\theta=0$ and $0=\alpha$.

$$
\text { Ans. } \frac{1}{4} a^{2} \log \tan \left(\frac{1}{4} \pi+\alpha\right) .
$$

13. Find the area of a sector of any hyperbola between $\theta=0$ and $\theta=\alpha$, the centre being the origin and the transverse axis the initial line.

$$
\text { Ans. } \frac{1}{4} a b \log \left(\frac{b+a \tan \alpha}{b-a \tan a}\right)
$$

14. Find the area of an elliptic sector between $\theta=0$ and $\theta=\alpha$, the centre being the origin and the major axis the initial line.

$$
\text { Ans. } \frac{1}{2} a b \tan ^{-1}\left(\frac{a}{b} \tan \alpha\right)
$$

15. Show that the area of the limaçon $r=n(1+e \cos \theta)$ is $\pi n^{2}\left(1+\frac{1}{2} e^{2}\right)$.
16. The chord which is drawn through the origin so as to cut off from a given curve a segment of maximum or minimum area is bisected by the origin.

For $d$ (area) $=\frac{1}{2} r_{1}{ }^{2} d \theta-\frac{1}{2} r_{2}{ }^{2} d 0=0, \therefore r_{1}=r_{2}$.
17. Find the area enclosed by the curves

$$
\begin{array}{lr}
\text { (1) } r^{2}=a^{2} \cos ^{2} \theta+b^{2} \sin ^{2} \theta . & \text { Ans. } \frac{1}{2} \pi\left(a^{2}+b^{2}\right) . \\
\text { (2) } r^{2}=a^{2} \cos ^{2} \theta-b^{2} \sin ^{2} \theta . & a b+\left(a^{2}-b\right.
\end{array}
$$

18. The area of the common parabola $r \cos ^{2} \frac{1}{2} \theta=a$ from $\theta=0$ to $\theta=\alpha$ is $a^{2}\left(\tan \frac{1}{2} \alpha+\frac{1}{3} \tan ^{3} \frac{1}{2} \alpha\right)$.
19. If the conchoid $r=a \sec \theta-b$ has a loop, show that the area of the loop is $a \sqrt{b^{2}-a^{2}}+b^{2} \cos ^{-1}(a / b)-2 a b \cosh ^{-1}(b / a)$.
20. It is in general impossible to obtain the area exactly unless one coördinate can be expressed in terms of the other, or each in terms of a third variable.

When the rectilinear equation of a curve consists of terms of two dimensions only, both $x$ and $y$ are expressible in terms of $m$, the slope of the line drawn from the origin to $(x, y)$. We can sometimes obtain the area by taking $m$ as the variable.

If $m=\tan \theta, d m=\sec ^{2} \theta d \theta, \therefore \frac{1}{2} r^{2} d \theta=\frac{1}{2} r^{2} \cos ^{2} \theta d m=\frac{1}{2} x^{2} d m$.

$$
\therefore \text { the area }=\frac{1}{2} \int x^{2} d m
$$

The area included between two curves will be

$$
\frac{1}{2} \int\left(x_{2}^{2} \pm x_{1}^{2}\right) d m
$$

## Examples.

1. The ellipse $a x^{2}+b x y+c y^{2}=k$.

Substituting $m x$ for $y$, we have $x^{2}=k /\left(a+b m+c m^{2}\right)$.
Hence the whole area

$$
=\int_{-\infty}^{\infty} \frac{k d m}{a+b m+c m^{2}}=\frac{2 \pi k}{\sqrt{4 a c-b^{2}}}(\text { see } \S 108(1))
$$

2. (1) The folium $x^{3}+y^{3}=3 a x y$ (Fig. 28).

Here $x=3 \mathrm{am} /\left(1+\mathrm{m}^{3}\right), \therefore$ area of the loop

$$
=\frac{1}{2} \int_{0}^{\infty} \frac{9 a^{2} m^{2} d m}{\left(1+m^{3}\right)^{2}}=\frac{3}{2} a^{2}=\frac{2}{3} O B A C .
$$

(2) On the asymptote $x+y+a=0, m=-a /(1+m)$; hence the area in the second and fourth quadrants between the curve and the asymptote

$$
=\frac{1}{2} \int_{-\infty}^{\infty}\left[\frac{a^{2}}{(1+m)^{2}}-\frac{9 a^{2} m^{2}}{\left(1+m^{3}\right)^{2}}\right] d m=a^{2} .
$$

Adding $\frac{1}{2} a^{2}$, the area of the triangle $O D E$, we have the whole
area between the curve and the asymptote $=\frac{3}{2} a^{2}=$ the area of the loop.
3. Find the area of the closed part of the curve $a^{2} y^{2}(y-x)+x^{5}=0$. Ans. $\frac{1}{18} a^{2}$.
4. Find the area of a loop of the following curves:
(1) $a y^{3}-3 a x^{2} y=x^{2}$, Fig. $36 . \quad$ Ans. $\frac{36}{3} \sqrt{3} a^{2}$.
(2) $a y^{4}-a x^{2} y^{2}=x^{5}$, Fig. 37.
(3) $x^{4}+y^{4}=4 a^{2} x y$.
${ }_{5}^{5} 5 a^{2}$.
(4) $a x^{3}+y^{3}=a x y$. $\frac{1}{2} \pi a^{2}$. $\frac{1}{6} a^{2}$.

## CHAPTER XXXII.

## ASSOCIATED CURVES.

## Inverse Curves.

149. If on the radius vector $r$ of a curve, a distance $r^{\prime}$ is measured from the origin so that $r r^{\prime}=k^{2}$, where $k$ is constant, the locus of the extremity of $r^{\prime}$ is called an inverse of the given curve. The radius vector of the inverse curve is proportional to the reciprocal of that of the given curve, and its polar equation may be found from that of the given curve by substituting $k^{2} / r$ for $r$. Thus (see $\S 139$ ) the inverse of the equilateral hyperbola with reference to the centre is a lemniscate (Fig. 98), that of a conic section with reference to a focus is a limaçon of the form Figs. 88, 89, or 90 , according as $e$ is $<,=$, or $>1$, i.e., according as the conic is an ellipse, parabola, or hyperbola.

## Examples.

1. Show that the inverse of a circle with reference to a point on the circumference is a straight line, and that with reference to any other point it is a circle.
2. The angle between the radius vector and the tangent at any point of the inverse is the supplement of the corresponding angle in the given curve.

For, if $O P Q, O P^{\prime} Q^{\prime}$ (Fig. 98) are consecutive (see §84) radii vectores meeting one curve in $P, P^{\prime}$, and the other in $Q, Q^{\prime}$, the rectangles $O P . O Q, O P^{\prime} . O Q^{\prime}$ are equal, $\therefore$ a circle may be described through $P, Q, P^{\prime}, Q^{\prime}, \therefore Q^{\prime} P^{\prime} P+P Q Q^{\prime}=$ two right angles; hence, supposing $P^{\prime}$ to approach $P$, the tangents at corresponding points
$P$ and $Q$ make supplementary angles with the common radius vector.

Otherwise thus: $r=k^{2} / r^{\prime}, \therefore \log r=\log k^{2}-\log r^{\prime}$,

$$
\therefore \frac{1}{r} d r / d \theta=-\frac{1}{r^{\prime}} d r^{\prime} / d \theta, \quad \text { or } \quad \cot \psi=-\cot \psi^{\prime}, \quad \therefore \psi^{\prime}=\pi-\psi .
$$

3. Hence show that the inverse of a logarithmic spiral with reference to its origin is a logarithmic spiral.
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4. Show that the curves Figs. 84 and 85, 93 and 95, and 94 and 96 are the inverse of each other.

## Pedal Curves.

150. The locus of the foot of the perpendicular from a given point on the tangent to a given curve is called the pedal of the curve with reference to the point. For example, the pedal of a parabola with reference to its focus is a straight line (the tangent at the vertex); the pedal of an ellipse or hyperbola with reference to a focus is a circle (the auxiliary circle).

In Fig. 97, $T$ and $T^{\prime \prime}$ are consecutive points on the pedal, corresponding to $P$ and $Q$ on the given curve; and the limit of position of $T T^{\prime}$ produced is the tangent to the pedal. If the angle $A O T=\phi$ and $O T=p$, then $(\phi, p)$ are the polar coördinates of the point on the pedal corresponding to $(\theta, r)$ on the given curve. If then we can express $p$ in terms of $r$, and $\phi$ in terms of $\theta$, the polar equation of the pedal will be easily obtained from that of the given curve.

## Examples.

1. The pedal of an equilateral hyperbola is a lemniscate (Fig. 98).

For $p r=a^{2}$ (Ex. 6, § 141), and $\phi=\theta$ (Ex. 2, § 141), hence substituting in $r^{2} \cos 2 \theta=a^{2}$ we have $a^{2} \cos 2 \phi=p^{2}$, or writing $\theta$ and $r$ for $\phi$ and $p, r^{2}=a^{2} \cos 2 \theta$, the equation of the lemniscate.

In a similar way it may be shown that the pedal of any curve of the form $r^{m} \cos m \theta=a^{m}$ is $r^{n} \cos n \theta=a^{n}$, where $n \equiv m /(1-m)$, and that the pedal of $r^{m}=a^{m} \cos m \theta$ is $r^{n}=a^{n} \cos n \theta$, where $n \equiv m /(1+m)$.
2. The angle between the radius vector and tangent at any point of the pedal $=$ that between the radius vector and tangent at the corresponding point of the given curve.

For, in Fig. 97, let $O P$ produced meet $T^{\prime} Q$ in $S$. Then $O, T, T^{\prime}$, $S$ are on the circumference of a circle since the angles at $T, T^{\prime \prime}$ are right angles, $\therefore O T^{\prime} T=O S T$, and the limits of these angles are the angles referred to in the enunciation. (In Fig. 98, OPT $=O T V$, if $P T$ and $T V$ are tangents.)
3. Prove that the pedal of a circle with reference to any point is a limaçon of the form Figs. 88, 89, or 90, according as the point is inside, on, or outside the circumference. (These figures are the pedals with reference to $O$ of the circles with centres $B$ and radii $B A$.)
4. Show that the pedal of a logarithmic spiral with reference to its origin is also a logarithmic spiral.
5. Find the pedal of a parabola with reference to its vertex.

Ans. $r \cos \theta=a \sin ^{2} \theta$, the polar equation of the cissoid, Fig. 41.
(The directrix of the parabola is the asymptote of the cissoid.)
6. Show that the pedal of the involute of a circle is a spiral of Archimedes. (It will be found that $\tan \psi$ is proportional to the radius vector.)
7. Find the pedal of the ellipse with reference to the centre. Ans. $r^{2}=a^{2} \cos ^{2} \theta+b^{2} \sin ^{2} \theta$.

## Polar Reciprocals.

I51. The inverse of the pedal of a curve (both pedal and inverse being taken with reference to the same point) is called the polar reciprocal of the given curve.

## Examples.

1. Show that the polar reciprocal of a circle with reference to any point is a conic section.
2. Find the polar reciprocal of a parabola with reference to its vertex and with reference to its focus, of an ellipse with reference to its centre and with reference to its focus.
3. Show that the polar reciprocal of a logarithmic spiral, $r=a^{\theta}$, with reference to its origin is another logarithmic spiral.

## Roulettes.

152. When one curve rolls on another, the curve described by any point connected with the rolling curve is called a roulette.

The simplest case is the cycloid, the properties of which have already been considered. Any involute of a curve may also be regarded as the roulette traced by a point in the tangent of the curve as it rolls round the curve.
153. The property of the normal of the cycloid holds for all roulettes, viz., the normal to the roulette at the tracing point passes through the point of contact of the fixed and moving curves, since at each instant the point of contact may be regarded as an instantaneous centre of rotation.
154. When a circle rolls on a straight line any point not on the circumference describes a curve called a trochoid, the equations of which are easily shown to be

$$
x=a \theta-b \sin \theta, y=a-b \cos \theta
$$

where $a$ is the radius of the circle and $b$ the distance of the tracing point from the centre (axes as in Fig. 19).
155. When the circle rolls on the circumference of a fixed circle, the curve described by a point in its circumference is called an epicycloid or a hypocycloid according as the circle rolls on the outside or inside of the fixed circle. Corresponding to these curves we have epitrochoids and hypotrochoids described by points not in the circumference.


Fig. 99.
For the coördinates of any point $P$ (Fig. 99) on the epicycloid we have

$$
x=O B=O D \cos \theta-P D \cos \left(\theta+\theta^{\prime}\right)
$$

Hence, since arc $P E=b \theta^{\prime}=A E=a \theta$,

$$
x=(a+b) \cos \theta-b \cos \left(\frac{a+b}{b}\right) \theta
$$

Similarly, $\quad y=(a+b) \sin \theta-b \sin \left(\frac{a+b}{b}\right) \theta$.

The $x$ and $y$ of a point on the hypocycloid may be obtained n a similar way (or from the epicycloid by changing the sign of $b$ ), and are

$$
\begin{aligned}
& x=(a-b) \cos \theta+b \cos \left(\frac{a-b}{b}\right) \theta \\
& y=(a-b) \sin \theta-b \sin \left(\frac{a-b}{b}\right) \theta
\end{aligned}
$$

The equations of the epitrochoid and hypotrochoid are of the same form, the coefficient $b$ in the second term being changed into $h$, where $h$ is the distance of the tracing point from the centre of the rolling circle.

## Examples.

1. Show that in any epieycloid

$$
d s=2(a+b) \sin \frac{a \theta}{2 b} d \theta=2(a+b) \frac{b}{a} \sin \frac{\theta^{\prime}}{2} d \theta^{\prime},
$$

and hence that the length of the curve from cusp to cusp is $8(a+b) b / a$.
2. Show that the epicyeloid is a cardioid when $b=a$.
3. Show that the hypocycloid is the curve $x^{3}+y^{\frac{3}{z}}=a^{\mathfrak{z}}$ (Fig. 18) when $b=\frac{1}{4} a$.
4. When a circle rolls inside another circle of double its diameter, show that every point in the circumference describes a straight line and every other point an ellipse.
5. The radius of curvature at any point of an epicycloid

$$
=\frac{4(a+b) b}{a+2 b} \sin \frac{a \theta}{2 b}=\frac{4(a+b) b}{a+2 b} \sin \frac{\theta^{\prime}}{2}=\frac{2(a+b)}{a+2 b} \times \operatorname{chord} E P
$$

and is therefore proportional to the chord $E P$.
For, if the tangent at $P$ make an angle $\phi$ with $O X, \phi=\theta+\frac{1}{2} \theta^{\prime}$ and $R=d s / d \phi(885)$.
6. Show in a similar way that in the cycloid

$$
x=a(\theta-\sin \theta), \quad y=a(1-\cos \theta), \quad \text { Fig. } 60 .
$$

$d s=P B d 0, \phi=\frac{1}{2} \pi-\frac{1}{2} \theta$, and hence that $R=2 P B$.

## Envelopes.

156. Let $f(x, y, \alpha)=0$ represent the equation of a curve (i.e. of any plane locus, including a straight line), $\alpha$ being a quantity involved in the equation, but independent of $x$ and $y$ for its value. As $\alpha$ may have any value the equation may be regarded as representing a family of curves. Supposing $\alpha$ to have a certain value in one instance, let it receive an increment $\Delta \alpha$. The two equations

$$
\begin{equation*}
f(x, y, \alpha)=0 \quad(1), \quad f(x, y, \alpha+\Delta \alpha)=0 \tag{2}
\end{equation*}
$$

then represent two curves of the family. Their points of intersection approach limits of position as $\Delta \alpha \doteq 0$. The locus of these point-limits for all values of $\alpha$ is called the envelope of the family of curves.

The quantity $\alpha$ is called a variable parameter.


Fig. 100.
Ex. $y=\alpha^{2} x+\alpha$ represents a family of straight lines. Consider the two for which $\alpha$ is 1 and $1+\Delta \alpha$ respectively. The lines $y=x+1$, $y=(1+\Delta \alpha)^{2} x+(1+\Delta \alpha)$ intersect in the point $\left(-\frac{1}{2+\Delta \alpha}, \frac{1+\Delta \alpha}{2+\Delta \alpha}\right)$. The limit of this when $\Delta \alpha \doteq 0$ is $\left(-\frac{1}{2}, \frac{1}{2}\right)$. This is therefore one point on the envelope of the family.
157. Equation of the envelope. The points of intersection of (1) and (2), § 156 , lie on the curve

$$
\begin{equation*}
\frac{f(x, y, \alpha+\Delta \alpha)-f(x, y, \alpha)}{\Delta \alpha}=0 \tag{3}
\end{equation*}
$$

since this equation is satisfied by any simultaneous values of $x$ and $y$ which make $f(x, y, \alpha)$ and $f(x, y, \alpha+\Delta \alpha)$ separately $=0$. As $\Delta \alpha \doteq 0$ the limit of (3) is

$$
\begin{equation*}
\frac{\partial f(x, y, \alpha)}{\partial \alpha}=0 \tag{4}
\end{equation*}
$$

the differentiation being partial since only $\alpha$ varies. The point-limits of the intersections of (1) and (2) therefore lie on (4), and their locus, the envelope, is obtained by eliminating ( $\alpha$ ) from (1) and (4).

Ex. Equation (4) for $y=\alpha^{2} x+\alpha$ is $2 \alpha x+1=0$. Eliminating $\alpha$, $4 x y=-1$ The envelope is therefore a rectangular hyperbola (Fig. 100).
158. Prop. The envelope touches every curve of the family. Let $u$ stand for $f(x, y, \alpha)$, and suppose $(x, y)$ to be a point common to the envelope and curve (1), § 156. For $d y / d x$, the slope of the tangent of (1), we have (§47),

$$
\frac{\partial u}{\partial x} d x+\frac{\partial u}{\partial y} d y=0
$$

$\alpha$ being constant. We may consider (1) to be also the equation of the envelope, $\alpha$ being a variable, viz., that function of $x$ and $y$ obtained from (4). Hence for the envelope

$$
\frac{\partial u}{\partial x} d x+\frac{\partial u}{\partial y} d y+\frac{\partial u}{\partial \alpha} d \alpha=0
$$

But $\partial u / \partial \alpha=0$ from (4). Hence $d y / d x$ at $(x, y)$ is the same for (1) and the envelope.

Ex. In the example of $\$ \& 156,157, y=x+1$ and the envelope $4 x y=-1$ touch at the point $\left(-\frac{1}{2}, \frac{1}{2}\right)$.
159. The given equation may contain two or more variable parameters, subject however to other relations connecting them, whereby all except one may be eliminated from the given equation.

Ex. To show that all ellipses having the same centre and area, and their axes in the same directions, touch a pair of hyperbolas of which the axes are asymptotes.

We have to find the envelope of $x^{2} / \alpha^{2}+y^{2} / \beta^{2}=1$, where $\alpha \beta$ $=k^{2}, \quad$ a constant, whence $\beta=k^{2} / \alpha$.

Substituting, the equation becomes $x^{2} / \alpha^{2}+\alpha^{2} y^{2} / k^{4}=1$.

Differentiating with regard to $\alpha,-2 x^{2} / \alpha^{3}+2 \alpha y^{2} / k^{4}=0$.

Eliminating $\alpha, x y= \pm \frac{1}{2} k^{2}$, the envelope (Fig. 101).


Fig. 101.

## Examples.

1. Two sides of a right-angled triangle are given in position and the area is constant, find the envelope of the hypotenuse.

Ans. A rectangular hyperbola.
2. Particles are projected in the same vertical plane with the same velocity $v$, but at different elevations; show that their paths all touch the parabola

$$
x^{2}=-\frac{2 v^{2}}{g}\left(y-\frac{v^{2}}{2 g}\right)
$$

of which the point of projection is the focus.
[In other words find the envelope of

$$
\left.y=x \tan \alpha-g x^{2} /\left(2 v^{2} \cos ^{2} \alpha\right) .\right]
$$

3. Show that the circles described on the double ordinates of the parabola $y^{2}=4 a x$ as diameters touch the equal parabola $y^{2}=4 a(x+a)$.
4. Find the envelope of $u \alpha^{2}+v \alpha+w=0$, where $u, v, w$ are functions of $x$ and $y$.

The result is the same as the condition that the given equation should have equal roots. Explain.
5. Find the envelopes of

$$
\begin{align*}
& u \cos ^{m} \theta+v \sin ^{m} \theta=w  \tag{1}\\
& u \sec ^{m} \theta-v \tan ^{m} \theta=w \tag{2}
\end{align*}
$$

$$
\left.\begin{array}{l}
\text { Ans. (1) } u^{n}+v^{n}=w^{n} \\
\text { (2) } u^{n}-v^{n}=w^{n}
\end{array}\right\} \text { where } n \equiv \frac{2}{2-m} \text {. }
$$

Many examples may be reduced to these by observing that a condition of the form $\left(\frac{\alpha}{a}\right)^{r}+\left(\frac{\beta}{b}\right)^{r}=1$ is equivalent to the two relations $\alpha=a \cos ^{\frac{2}{r}} \theta, \beta=b \sin ^{\frac{2}{r}} \theta$, while $\left(\frac{\alpha}{a}\right)^{r}-\left(\frac{\beta}{b}\right)^{r}=1$ is equivalent to $\alpha=a \sec ^{\frac{2}{r}} \theta, \beta=b \tan ^{\frac{2}{r}} \theta$.
6. Find the envelope of a line which moves in such a way that the sum of its intercepts on the axes is constant.

We have $\frac{x}{\alpha}+\frac{y}{\beta}=1$, and $\alpha+\beta=k$. We may substitute the value of $\beta$ and then differentiate, or we may proceed as follows:

Let $\alpha=k \cos ^{2} \theta, \quad \beta=k \sin ^{2} \theta$; the line becomes $x(\cos \theta)^{-2}+$ $y(\sin \theta)^{-2}=k$, hence (Ex. 5) the envelope is $x^{\frac{1}{2}}+y^{\frac{1}{2}}=k^{\frac{1}{2}}$, a parabola touching the axes.
7. A straight line of given length $k$ moves with its extremities on two rectangular axes, find the envelope of the line.

$$
\text { Ans. } x^{\frac{3}{3}}+y^{\frac{z}{3}}=k^{2} \text {, a four-cusped hypocycloid. }
$$

8. Given in position the axes of an ellipse and that their sum $=2 k$, show that the ellipse touches the curve $x^{z}+y^{z}=k^{7}$.
9. From any point in $\left(\frac{x}{a}\right)^{m} \pm\left(\frac{y}{b}\right)^{m}=1$ perpendiculars are drawn to meet the axes in $A$ and $B$, find the envelope of $A B$.

$$
\text { Ans. }\left(\frac{x}{a}\right)^{n} \pm\left(\frac{y}{b}\right)^{n}=1, \text { where } n \equiv \frac{m}{m+1} .
$$

10. To the ellipse or hyperbola $\frac{x^{2}}{a^{2}} \pm \frac{y^{2}}{b^{2}}=1$ pairs of tangents are drawn from points in the ellipse $\frac{x^{2}}{a_{1}{ }^{2}}+\frac{y^{2}}{b_{1}{ }^{2}}=1$, show that the chords
of contact touch the ellipse

$$
\left(\frac{a_{1} x}{a^{2}}\right)^{2}+\left(\frac{b_{1} y}{b^{2}}\right)^{2}=1
$$

11. When the tangents are drawn from points in the hyperbola $\frac{x^{2}}{a^{2}}-\frac{y^{2}}{b^{2}}=1$, show that the chords of contact touch the hyperbola

$$
\left(\frac{a_{1} x}{a^{2}}\right)^{2}-\left(\frac{b_{y} y}{b^{2}}\right)^{2}=1
$$

12. The evolute of a curve may be considered to be the envelope of its normals; find in this way the evolute of an ellipse.

The normal at $(\alpha, \beta)$ is $\frac{a^{2} x}{\alpha}-\frac{b^{2} y}{\beta}=a^{2}-b^{2}$, or, writing $a \cos \theta$ for $\alpha$, and $b \sin \theta$ for $\beta$,

$$
x \cdot a(\cos \theta)^{-}-y \cdot b(\sin \theta)^{-1}=a^{2}-b^{2}
$$

the envelope of which is (Ex. 5),

$$
(a x)^{\frac{z}{3}}+(b y)^{z}=\left(a^{2}-b^{2}\right)^{\frac{z}{3}}
$$

which is therefore the evolute (cf. §89).
13. Show in a similar way that the evolute of the hyperbola is

$$
(a x)^{\frac{2}{3}}-(b y)^{\frac{2}{3}}=\left(a^{2}+b^{2}\right)^{\frac{2}{3}} .
$$

14. Parallel rays of light are reflected from the circumference of a circle. Find the envelope of the reflected rays.

Take the centre for origin and the $x$-axis parallel to the incident rays. The equation of the ray reflected from the point ( $a \cos \theta$, $a \sin \theta)$ is

$$
x \sin 2 \theta-y \cos 2 \theta-a \sin \theta=0,
$$

whence the envelope is

$$
x=\frac{1}{4} a(3 \cos \theta-\cos 3 \theta), \quad y=\frac{1}{4} a(3 \sin \theta-\sin 3 \theta),
$$

an epicycloid formed by a circle of radius $\frac{1}{4} a$ on a circle of radius $\frac{1}{2} a$.

## CHAPTER XXXIII.

## CENTRES OF GRAVITY.

160. In finding the coördinates $\bar{x}, \bar{y}$ of the centre of gravity of a body, we suppose the body to be divided into parts of weights $w_{1}, w_{2} \ldots$, and of which the centres of gravity are the points $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right), \ldots$, then equate the sum of the moments of the weights to the moment of the sum of the weights if placed at the centre of gravity. Thus supposing gravity perpendicular to the $x$-axis we have

$$
\begin{gathered}
w_{1} x_{1}+w_{2} x_{2}+\ldots=\left(w_{1}+w_{2}+\ldots\right) x \\
\therefore \bar{x}=\frac{w_{1} x_{1}+w_{2} x_{2}+\ldots}{w_{1}+w_{2}+\ldots} \equiv \frac{\Sigma w x}{\Sigma w} .
\end{gathered}
$$

Similarly supposing the body and the axes placed so that gravity is perpendicular to the $y$-axis, we have

$$
\bar{y}=\frac{w_{1} y_{1}+w_{2} y_{2}+\ldots}{w_{1}+w_{2}+\ldots} \equiv \frac{\Sigma w y}{\Sigma w}
$$

These formulæ also hold when the points are not in one plane, there being also a third coördinate,

$$
\bar{z}=\Sigma w z / \Sigma w
$$

If the parts referred to are infinitesimal the sign of integration replaces that of summation to indicate the limit of a sum.
161. The division into parts and the limits of the summation in the following cases are the same as if we were about to calculate an area, volume, or length. The bodies are assumed to be homogeneous (of uniform density) and
hence weight is proportional to volume. For such bodies the centre of gravity is also known as the centroid.
162. An area. To find the c.g. of a thin plate or lamina * of the form $A B D C$, Fig. 61, we have the element of area $=y d x$; element of weight $=w . y d x$, where $w=$ weight per unit area; c.g. of element at $\left(x+i, \frac{1}{2} y\right)$, where $i$ is infinitesimal; hence element of moment $=w y d x . x$ when gravity is perpendicular to the $x$-axis, and $=w y d x \cdot \frac{1}{2} y$ when gravity is perpendicular to the $y$-axis. Dividing the sum-limit of the moments by that of the weights (§160),

$$
\bar{x}=\frac{\int x y d x}{\int y d x}, \bar{y}=\frac{1}{2} \frac{\int y^{2} d x}{\int y d x}
$$

when $w$ (which is assumed to be constant) is cancelled.
It will be noticed that the denominator=the area.
163. A solid of revolution about OX. Element of volume $=\pi y^{2} d x$, of weight $=w \cdot \pi y^{2} d x, w$ being the weight per unit volume, element of moment $=w \cdot \pi y^{2} d x \cdot x$,

$$
\therefore \bar{x}=\frac{\int x y^{2} d x}{\int y^{2} d x},-=0 .
$$

The denominator $=$ volume $/ \pi$.
164. An arc. Proceeding as above we have for the c.g. of a material line in the form of the curve $C D, \dagger$

$$
\bar{x}=\frac{\int x d s}{\int d s}, \quad \bar{y}=\frac{\int y d s}{\int d s} .
$$

[^27]165. A surface of revolution about OX. For a curved surface of this form and of infinitesimal thickness,
$$
\bar{x}=\frac{\int x y d s}{\int y d s}, \quad \bar{y}=0
$$
166. An area in polar coördinates. Element of area $=$ $\frac{1}{2} r^{2} d \theta(\S 147)$; its c.g. is distant $\frac{2}{3} r+i$ from the origin; * hence if the initial line is taken as $x$-axis,
\[

$$
\begin{gathered}
\therefore \bar{x}=\frac{\int w \cdot \frac{1}{2} r^{2} d \theta \cdot \frac{2}{3} r \cos \theta}{\int w \cdot \frac{1}{2} r^{2} d \theta}=\frac{\int}{3} \frac{r^{3} \cdot \cos \theta d \theta}{\int r^{2} d \theta} \\
\bar{y}=\frac{2}{3} \frac{\int r^{3} \sin \theta d \theta}{\int r^{2} d \theta}
\end{gathered}
$$
\]

and
167. The subject may also be considered from the point of view of geometry only. Let $a$ be an area-element or volume-element which is infinitesimal in every direction, and which contains a point $(x, y, z)$. Then the limits of

$$
\frac{\Sigma a x}{\Sigma a}, \frac{\Sigma a y}{\Sigma a}, \frac{\Sigma a z}{\Sigma a}
$$

are the same as the $\bar{x}, \bar{y}, \bar{z}$ of $\S 160$ for homogeneous bodies, and are the coördinates of a point which is called the centroid (or centre of gravity) of the area or volume. Or, $a$ may be taken as a mass-element, in which case the point is called the centre of mass (or centre of gravity) of the body.
168. Pappus's (or Guldin's) properties of the centre of gravity. From $\S 164$ we have $\int y d s=\bar{y} \int d s$, and multiplying both sides by $2 \pi$,

[^28]\[

$$
\begin{equation*}
\int 2 \pi y \cdot d s=\left(\int d s\right) \cdot 2 \pi \bar{y} \tag{1}
\end{equation*}
$$

\]

Similarly from § 163,

$$
\begin{equation*}
\int \pi y^{2} d x=\left(\int y d x\right) \cdot 2 \pi \bar{y} \tag{2}
\end{equation*}
$$

These results are equivalent to the following statements, which are known as Pappus's or Guldin's Properties:
(1) The surface of a solid of revolution is equal to the length of the revolving curve multiplied by the length of the path of the c.g. of the curve (i.e. of the arc).
(2) The volume of a solid of revolution is equal to the revolving area multiplied by the length of the path of the c.g. of this area.
N.B. The axis of revolution may touch but not cut the curve.

## Examples.

1. The parabolic area $O A B$, Fig. 74. Ans. $\bar{x}=\frac{3}{5} x_{1}, \bar{y}=\frac{3}{8} y_{1}$. Of the solid of revolution round $O X, \bar{x}=\frac{2}{3} x_{1}$.
2. The quadrant of an ellipse.

$$
\text { Ans. } \bar{x}=\frac{4 a}{3 \pi}, \bar{y}=\frac{4 b}{3 \pi}
$$

3. Half of a prolate spheroid. Ans. $\bar{x}=\frac{3}{8} a$.
4. The circle $x^{2}+y^{2}=2 a x$ between $x=0$ and $x=h$ revolves about the axis of $x$, find the c.g. of the volume of the spherical segment thus formed.

$$
\text { Ans } \bar{x}=\left(\frac{8 a-3 h}{3 a-h}\right) \frac{h}{4} .
$$

For a hemisphere this $=\frac{5}{8} a$.
Show that for the surface of the segment $\bar{x}=\frac{1}{2} h$.
5 A circular arc.
Ans. Distance from centre of circle $=$ chord $\times$ radius/arc.
For a quadrant this $=2 \sqrt{2} a / \pi$, and $=2 a / \pi$ for a semicircular aic.
6. A circular sector.

Ans. Distance from centre $=\frac{2}{3}$ chord $\times$ radius/arc.
For a quadrant this $=4 \sqrt{2} a / 3 \pi$ and $=4 a / 3 \pi$ for a semicircle.
7. A circular segment.

Ans. Distance from centre $=\operatorname{chord}^{3} /(12 \times$ area of segment $)$.
8 Surface and volume of a right circular cone.

$$
\text { Ans. Distance from vertex }=(1) \frac{2}{3} \text { axis, (2) } \frac{3}{4} \text { axis. }
$$

9. The area between the curve $y=\sin x$ (Fig. 65) and the axis of $x$, from $x=0$ to $x=\pi$.
10. The cycloid, Fig. 19. Ans. Distance from base $=\frac{5}{6} a$.
11. A quadrant of the curve $x^{2}+y^{\frac{z}{3}}=a^{2}$ (Fig. 18). Ans. $\bar{x}=256 a / 315 \pi=\bar{y}$.
Of the are, $\bar{x}=\frac{3}{8} a=\bar{y}$.
12. A quadrant of the whole area of the curve $a^{2} y^{2}=x^{2}\left(a^{2}-x^{2}\right)$, (Fig. 69).

$$
\text { Ans. } \bar{x}=\frac{3}{16} \pi a, \bar{y}=\frac{1}{5} a .
$$

13. The area between the curve $y^{2}\left(a^{2}-x^{2}\right)=a^{\prime}$ and the asymptote $x=a$.

Ans. $\bar{x}=2 a / \pi, \bar{y}=0$.
14. Find by Pappus's Properties the surface and volume of a torus (or anchor ring), formed by the revolution of a circle of radius $a$ when the centre describes a circle of radius $b, b \overline{>} a$.

$$
\text { Ans. } 4 \pi^{2} a b, 2 \pi^{2} a^{2} b
$$

15. Find by Pappus's Properties the c.g. of the arc of a semicircle and that of the area of a semicircle.

## CHAPTER XXXIV.

## MOMENTS OF INERTIA.

169. The Moment of Inertia is a quantity which is often required in connection with the motion of a body about an axis. The following is an illustration.
170. Kinetic energy of rotation. Let it be required to find the kinetic energy which a body possesses on account of its rotation about an axis.

Let the perpendicular distance of a particle of mass $m_{1}$ from the axis be $r_{1}$ and let $\omega=$ the angular velocity of the body about the axis. Then the kinetic energy of the particle

$$
=\frac{1}{2}(\text { mass }) \times(\text { linear velocity })^{2}=\frac{1}{2} m_{1}\left(\omega r_{1}\right)^{2}=\frac{1}{2} \omega^{2} m_{1} r_{1}^{2},
$$

and the whole kinetic energy of the body,

$$
=\frac{1}{2} \omega^{2}\left(m_{1} r_{1}^{2}+m_{2} r_{2}^{2}+\ldots\right)=\frac{1}{2} \omega^{2} I,
$$

where $I \equiv m_{1} r_{1}{ }^{2}+m_{2} r_{2}{ }^{2}+\ldots$
The quantity $I$ is called the moment of inertia of the body about, or with reference to, the axis; hence the following definition:

The Moment of Inertia of a body about an axis is the sum of the products obtained by multiplying the mass of each particle of the body by the square of its distance from the axis.

Since the particles of a body are infinitesimal portions of the body; the moment of inertia is obtained as follows: Imagine the body to be divided into parts which are infinitesimal in every direction, and find the limit of the sum of the products of the mass of each part by the square of the distance of some point in it from the given axis.

Since both factors of the product $m r^{2}$ are essentially + , the moment of inertia is always + , and the moment of inertia of a body about any axis is always equal to the arithmetical sum of the moments of inertia of its parts about that axis.
171. Prop. The m.i. of a body about any axis = the m.i. about a parallel axis through the centre of gravity $+M h^{2}$,


Fig. 10". where $M$ is the mass of the body and $h$ is the distance between the parallel axes.
Take at a point $P$ in the body a particle of mass $m_{1}$. Let a plane through $P$ perpendicular to the axes in question meet the one through the centre of gravity $G$ in $G^{\prime}$ and the parallel one in $H^{\prime}$, then $G^{\prime} H^{\prime}=h$. Draw $P K$ perpendicular to $G^{\prime} H^{\prime}$ and let $G^{\prime} K=x_{1}$. Then

$$
\begin{aligned}
& s_{1}^{2}=r_{1}^{2}+h^{2}-2 h x_{1} \text { (Euc. II. 13), } \\
& \therefore m_{1} s_{1}^{2}=m_{1} r_{1}^{2}+m_{1} h^{2}-2 h m_{1} x_{1}
\end{aligned}
$$

Similarly for particles $m_{2}, m_{3}$, etc.

$$
\begin{aligned}
\therefore m_{1} s_{1}^{2}+m_{2} s_{2}^{2}+ & \ldots=\left(m_{1} r_{1}^{2}+m_{2} r_{2}^{2}+\ldots\right)+h^{2}\left(m_{1}+m_{2}+\ldots\right) \\
& -2 h\left(m_{1} x_{1}+m_{2} x_{2}+\ldots\right) .
\end{aligned}
$$

The left-hand side $=$ the m.i. about the axis through $H$; and of the three terms on the right, the first = the m.i. about the parallel axis through the centre of gravity, the second=
$M h^{2}$, and the third $=0(\S 160)$, since the centre of gravity is in the line from which $x_{1}, x_{2}, \ldots$ are measured.
172. The proposition just proved is true for all bodies, but the following applies only to laminæ.

Prop. Let $X^{\prime} X, Y^{\prime} Y$ be two lines in the plane of a lamina and meeting at right angles in $O$, and let $Z^{\prime} Z$ be a line through $O$ perpendicular to the plane. Let $I_{1}=$ the m.i. of the lamina about $X^{\prime} X, I_{2}=$ that about $Y^{\prime} Y, I=$ that about $Z^{\prime} Z$; then

$$
I=I_{1}+I_{2}
$$

For $r_{1}^{2}=x_{1}^{2}+y_{1}^{2}$,
$\therefore m_{1} r_{1}^{2}=m_{1} x_{1}^{2}+m_{1} y_{1}{ }^{2}$.


Fig. 103.

The proposition is therefore true for a particle at $P$, and hence it is true for all the particles of the lamina.
173. When the m.i. is put into the form $M k^{2}$ ( $M$ being the mass), $k$ is called the radius of gyration; hence the radius of gyration of a body with reference to an axis is the distance from the axis of a point at which a particle having the same mass as that of the body may be placed so that its m.i. may be the same as that of the body.

If $k=$ the radius of gyration with reference to an axis passing through the centre of gravity, and $k_{1}$ that about a parallel axis at a distance $h$, we have $k_{1}^{2}=k^{2}+h^{2}$, since (§ 171)

$$
M k_{\mathrm{r}}^{2}=M k^{2}+M h^{2} .
$$

174. In the following examples the density, i.e., the mass per unit volume, is represented by $\mu$, and the bodies are assumed to be homogeneous, i.e., of uniform density, unless the contrary is specified.

Ex. 1. To find the m.i. of a rectangular lamina whose sides are


Fig. 104. $a, a, b, b$, about an axis bisecting the sides $a$, $a$, Fig. 104.

Divide the rectangle into parallel strips of length $b$ and width $d x$, and measure $x$ from the axis. The elements are as follows: area $=b d x$, volume $=$ $t . b d x$, where $t=$ the thickness of the lamina, mass $=\mu . t b d x$, m.i. $=\mu t b d x \cdot x^{2}$, since every particle is at a distance $x+i$ from the axis, $i$ being infinitesimal. Integrating between 0 and $\frac{1}{2} a$ and doubling we have for the m.i. of the whole rectangle

$$
2 \int_{0}^{\frac{a}{2}} \mu t b x^{2} d x=\frac{1}{12} \mu t b a^{3}=(\mu t a b) \frac{a^{2}}{12}
$$

The quantity in parentheses is the whole mass ( $=\mu \times$ volume), $\therefore$ the m.i. $=m \frac{a^{2}}{12}$, and hence the radius of gyration $=\frac{a}{\sqrt{12}}$. Similarly the m i. about the axis bisecting the sides $b, b$ is $m \frac{b^{2}}{12}$.
2. The m.i. of the rectangle about a normal axis through the intersection of the two axes of Ex. 1 is \& (172) $m \frac{a^{2}+b^{2}}{12}$

The same formula is true for any parallelogram (of which $a$ and $b$ are adjacent sides) about an axis drawn as in this case through the intersection of the diagonals at right angles to the plane.
3. The m.i. of the rectangle about a side $b$ is ( $\$ 171$ ),

$$
m \frac{a^{2}}{12}+m\left(\frac{a}{2}\right)^{2}=m \frac{a^{2}}{3}
$$

4. The m.i. of the rectangle about a normal axis through one angle $=$ $m \frac{a^{2}+b^{2}}{3}$.


Fig. 105.
5. Any triangular lamina (Fig. 105) about one side $B C$. Let $B C=a$, the perpendicular $O A=h$. Then $D E: B C:: F A: O A$,
$\therefore D E / a=(h-x) / h, \therefore D E=(h-x) a / h$.

$$
\therefore \mathrm{m} . \mathrm{i} .=\int_{0}^{h} \mu(h-x) \frac{a}{h} \cdot t \cdot d x \cdot x^{2}=m \frac{h^{2}}{6} .
$$

6. A circular lamina of radius $r$ about a normal axis through the centre.

Consider the annulus between the concentric circles of radii $x$ and $x+d x$. The elements are: area $=2 \pi x . d x$, mass $=\mu t .2 \pi x d x$, m.i. $=\mu t \cdot 2 \pi x d x . x^{2}$, since every particle of the annulus is at a distance $x+i$ from the axis, $i$ being infinitesimal,

$$
\therefore \text { whole m.i }=\int_{0}^{r} 2 \mu \pi t x^{3} d x=\frac{1}{2} \mu \pi t r^{4}=m \frac{r^{2}}{2}
$$

7. A circular lamina about a diameter.

Let the required m.i. $=1$. The sum of the moments of inertia about two diameters at right angles to each other $=2 I$; it also (by $\S 172$ and Ex. 6) $=m \frac{r^{2}}{2}, \therefore I=m \frac{r^{2}}{4}$.
8. A circular lamina about a normal axis through the centre when the density is supposed to vary inversely as the distance from the centre.

Let $\mu=k / x$, where $k$ is a constant. Then m.i.

$$
=\int_{0}^{r}\left(\frac{k}{x}\right) \cdot 2 \pi t x^{3} d x=\frac{2}{3} \pi t k r^{3} .
$$

But the mass $m=\int_{0}^{r}\left(\frac{k}{x}\right) \cdot 2 \pi x d x . t=2 \pi k t r$.

$$
\therefore \mathrm{m} . \mathrm{i} .=m \frac{r^{2}}{3} .
$$

9. An ellipse $\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}=1$ about its minor axis.

The m.i. $=4 \int_{0}^{a} \mu, y d x, t, x^{2}$. Substitute $y$ from the equation of the curve and let $x=a \sin \theta$. The result is $m \frac{a^{2}}{4}$.

Similarly about the major axis the m.i. is $m \frac{b^{2}}{4}$.
10. A sphere about a diameter.

Take the diameter as $x$-axis and the centre as origin.
Consider the sphere to be made up of laminæ perpendicular to the axis, and of thickness $d x$ Then m.i. (see Ex. 6)
$=2 \int_{0}^{r} \mu \cdot \pi y^{2} \cdot d x \cdot \frac{y^{2}}{2}$ and $y^{2}=r^{2}-x^{2}, \quad$ whence the m.i. $=m \frac{2}{5} r^{2}$.
11. A right circular cylinder of radius $r$ about its geometrical axis.

The cylinder may be considered as made up of circular laminæ perpendicular to the axis, hence (Ex. 6) the m.i. $=m \frac{r^{2}}{2}$.

Similarly for a cube, a right prism, etc., about an edge or any parallel axis.
12. A right circular cylinder of radius $r$ and length $l$ about an axis bisecting at right angles the geometrical axis.

As before, suppose the cylinder to be made up of circular laminæ. The mass of the lamina at a distance $x$ from the axis $=\mu . \pi r^{2} d x$, and its m.i. about a diameter in its own plane and parallel to the given axis $=$ mass $\times \frac{r^{2}}{4}($ Ex. 7), $\therefore$ its m.i. about the given axis $=\operatorname{mass}\left(\frac{r^{2}}{4}+x^{2}\right)(\S 171)$;
$\therefore$ whole m.i. $=2 \int_{0}^{\frac{1}{2} l} \mu \pi r^{2} d x\left(\frac{r^{2}}{4}+x^{2}\right)=m\left(\frac{r^{2}}{4}+\frac{l^{2}}{12}\right)$.
175. As in Ch. XXXIII, the subject may be considered from the point of view of geometry alone. If $a$ is an area (or volume) element which is infinitesimal in every direction, and $r$ the perpendicular distance of some point in it from a straight line, the limit of $\Sigma a r^{2}$ is called the moment of inertia of the area (or volume) with reference to the straight line. The results are the same as those calculated for homogeneous bodies, area (or volume) taking the place of masis.

## Examples.

Find the moment of inertia of

1. A triangle about (1) an axis through the centre of gravity parallel to the base, (2) a parallel axis through the vertex.

$$
\text { Ans. (1) } m \frac{h^{2}}{18}, \quad \text { (2) } m \frac{h^{2}}{2} \text {. }
$$

2. A rectangle ( $a$ by $b$ ) about a diagonal. Ans. $m \frac{a^{2} b^{2}}{6\left(a^{2}+b^{2}\right)}$.
3. An isosceles triangle about a normal axis through the middle point of the base.

$$
\text { Ans. } m \frac{4 \text { alt. }^{2}+\text { base }^{2}}{24}
$$

4. An isosceles triangle about a normal axis through the vertex.

$$
\text { Ans. } m \frac{12 \text { alt. }^{2}+\text { base }^{2}}{24}
$$

5. A circular annulus of radii $R, r$ about a normal axis through the centre.

$$
\text { Ans. } m \frac{R^{2}+r^{2}}{2}
$$

6. A circular annulus about a diameter.

$$
\text { Ans. } m \frac{R^{2}+r^{2}}{4}
$$

7. A circle about a tangent. Ans. $m \frac{5}{4} r^{2}$.
8. A circular are of length $s$, radius $r$, and chord $c$, about an axis through its middle point perpendicular to its plane.

$$
\text { Ans. } m .2 r^{2}\left(1-\frac{c}{s}\right)
$$

9. A circle about a normal axis through a point in the circumference.

$$
\text { Ans. } m_{\frac{3}{2}} r^{2}
$$

10. A parabolic area, Fig. 74, about the $x$-axis.

Ans. $m \frac{y_{1}{ }^{2}}{5}$
11. The same about the $y$-axis.

Ans. $m \frac{3}{7} x_{1}{ }^{2}$.
12. A spherical shell of infinitesimal thickness about a diameter. Ans. $m \frac{2}{3} r^{2}$.
13. A right circular cone of radius $r$ and altitude $h$ about its geometrical axis.

Ans. $m_{\frac{3}{10}} r^{2}$.
14. The same about an axis through the vertex perpendicular to the geometrical axis.

$$
\text { Ans. } m \frac{12 h^{2}+3 r^{2}}{20}
$$

15. The same about an axis through the centre of gravity perpendicular to the geometrical axis.

$$
\text { Ans. } m \frac{3 h^{2}+12 r^{2}}{80}
$$

16. An oblate spheroid about its geometrical axis.

$$
\text { Ans. } m \frac{8}{5} a^{2}
$$

17 Any area $A B D C$ (Fig. 61) about the $x$-axis.

$$
\text { Ans. } \frac{m}{3} \frac{\int y^{3} d x}{\int y d x}
$$

18. The hypocycloid $x^{\frac{2}{3}}+y^{\frac{2}{3}}=a^{3}$ (Fig. 18) about the $x$-axis.

## CHAPTER XXXV.

## SUCCESSIVE INTEGRATION.

176. Successive integration. Let $T$ be a function of $u$, $v$, and $w$, and suppose the following operation to be performed: $T d w$ is integrated between the limits $w_{1}$ and $w_{2}$, $u$ and $v$ being treated as constants; the result is multiplied by $d v$ and integrated between $v_{1}$ and $v_{2}, u$ being treated as a constant; the result is multiplied by $d u$ and integrated between $u_{1}$ and $u_{2}$. The whole operation is indicated by the notation

$$
\int_{u_{1}}^{u_{2}} \int_{v_{1}}^{v_{2}} \int_{w_{1}}^{w_{2}} T d u d v d w .
$$

The limits of $w$ may be functions of $u$ and $v$, the limits of $v$ may be functions of $u$, but the limits of $u$ are constants. Instead of three variables there may be two or four, or more.

Ex. 1. $\int_{1}^{2} \int_{0}^{x} x^{2} y d x d y=\int_{1}^{2}\left(\int_{0}^{x} x^{2} y d y\right) d x=\int_{1}^{\frac{1}{2}} x^{4} d x=3 \frac{1}{10}$.
2. $\int_{0}^{3} \int_{0}^{x} \int_{0}^{x+y}(x-y) d x d y d z=\int_{0}^{3} \int_{0}^{x}\left(x^{2}-y^{2}\right) d x d y$

$$
=\int_{0}^{3} \frac{2}{3} x^{3} d x=13 \frac{1}{2} .
$$

3. $\int_{1}^{2} \int_{2}^{3} 6 x^{2} y d x d y=35$
4. $\int_{1}^{2} \int_{0}^{2 x} \int_{0}^{x+y} d x d y d z=9 \frac{1}{3}$.
5. $\int_{0}^{\pi} \int_{0}^{a \theta} r d \theta d r=\frac{1}{6} \pi^{3} a^{2}$.
6. $\int_{0}^{2 \pi} \int_{0}^{\frac{\pi}{2}} \int_{0}^{2 a \cos \theta} r^{3} \sin \theta \cos \theta d \phi d \theta d r=\frac{4}{3} \pi a^{4}$.

Applications of Successive Integration.
177. Plane area. Rectangular coördinates. Let $P$ be the point $(x, y)$, and let $P R, P S$ be $d x, d y$, infinitesimal incre-


Fig. 106. ments of $x$ and $y$. The rectangle $P Q=d x d y$ may be taken as an element of area. To illustrate the method of finding the limit of the sum of such elements by, successive integration, let it be required to find the area of the figure $K M$, which is bounded by the lines $x=a, x=b$, and the two curves $K L$ or $y=f(x)$ and $N M$ or $y=F(x)$.

$$
\text { (1) }\left(\int_{C E}^{C G} d y\right) d x=E G \cdot d x, \quad \text { (2) } \int_{a}^{b} E G \cdot d x=K M \text {. }
$$

The first result is the sum of such rectangles as $P Q$, which make up the rectangle $E H$, which is equivalent (§ 15) to the strip EIJG of the given figure, the second is the sum of such strips for the whole area. The final result is the limit of the sum of such rectangles as $P Q$ when both $d x$ and $d y \doteq 0$.

The whole operation is indicated by the "double integral"

$$
\int_{a}^{b} \int_{y_{1}}^{y_{2}} d x d y \text { or } \int_{a}^{b} \int_{f(x)}^{F(x)} d x d y
$$

$y_{1}$ and $y_{2}$ being the $y$ 's of the curves $y=f(x), y=F(x)$.
More generally, let $u$ be a function of $x$ or $y$, or of both $x$ and $y$. The limit of the sum of such products as $u d x d y$ taken for all parts of the area $K M$ is

$$
\int_{a}^{b} \int_{y_{1}}^{y_{2}} u d x d y
$$

Ex. 1. Find $£ \Sigma y d x d y$ for a quadrant of the circle $x^{2}+y^{2}=a^{2}$. We are to obtain $\int_{0}^{a} \int_{0}^{y_{1}} y d x d y$, where $y_{1}$ is the $y$ of $x^{2}+y^{2}=a^{2}$.

$$
\int_{0}^{a} \int_{0}^{y_{1}} y d x d y=\int_{0}^{a}\left(\int_{0}^{y_{1}} y d y\right) d x=\int_{0}^{a} \frac{1}{2} y_{1}{ }^{2} d x=\int_{0}^{a} \frac{1}{2}\left(a^{2}-x^{2}\right) d x=\frac{1}{3} a^{3}
$$

This is the moment of the area with reference to the $x$-axis.
2. Find $£ \Sigma y^{2} d x d y$ for the same area.

$$
\int_{0}^{a} \int_{0}^{\sqrt{a^{2}-x^{2}}} y^{2} d x d y=\frac{1}{16} \pi a^{4}
$$

This is the second moment, or moment of inertia, of the area with reference to the $x$-axis.
3. Find $£ \Sigma x y d x d y$ for the same area. Ans. $\frac{1}{8} a^{4}$.
This is the product of inertia of the area with reference to the axes.
4. Show that the volume of a solid of revolution about the $x$-axis is

$$
2 \pi \iint y d x d y
$$

and deduce the formula of $\S 95$.
178. Plane area. Polar coördinates. Let $P$ be the point $(\theta, r)$, and let $P O R=d \theta, P S=d r$. With centre $O$ describe the $\operatorname{arcs} P R, S Q$. Then the element of area $P Q$

$$
\begin{aligned}
& =\frac{1}{2}(r+d r)^{2} d \theta-\frac{1}{2} r^{2} d \theta \\
& =r d \theta d r+\frac{1}{2} d r^{2} d \theta,
\end{aligned}
$$

the last term being a higher infinitesimal.

$$
\therefore £ \Sigma P Q=£ \Sigma r d \theta d r .
$$

Let $K L M N$ be a figure bounded by the lines $\theta=\alpha, \theta=\beta$, and the curves $K L$ or $r=f(\theta)$ and $N M$ or


Fig, 107.
$r=F(\theta)$. Proceeding as in $\S 177$ we find the area

$$
=\int_{\alpha}^{\beta} \int_{r_{1}}^{r_{2}} r d \theta d r \text {, or } \quad \int_{\alpha}^{\beta} \int_{F(\theta)}^{F(\theta)} r d \theta d r,
$$

$r_{1}$ and $r_{2}$ being the $r$ 's of the given curves.
The first integral $\frac{1}{2}\left(r_{2}{ }^{2}-r_{1}^{2}\right) d \theta=E G J F$, which is equivalent to the sectorial strip EGHI of the given figure; the second is the sum of such strips for the whole area. The final result is the limit of the sum of such figures as $P Q$ when both $d \theta$ and $d r \doteq 0$.

Observe that the element $r d \theta d r=P R . P S$ as in Fig. 106.
Ex. 1. The area (Fig. 108) between the circles $r=2 a \cos \theta$, $r=2 b \cos \theta,(b>a)$, is

$$
2 \int_{0}^{\frac{\pi}{2}} \int_{2 a \cos \theta}^{2 b \cos \theta} r d \theta d r=\pi\left(b^{2}-a^{2}\right)
$$

2. Find the area (Fig. 109) bounded by the curves $\theta=r^{3}+r$, $\theta=r^{3}-r r=1$.


Fig. 108


Fig. 109.
[Integrate first with regard to 0.]
3. The moment of inertia of the circle $r=2 a \cos \theta$ with reference to a normal axis through the polar origin

$$
=2 \int_{0}^{\frac{\pi}{2}} \int_{0}^{2 a \cos \theta} r^{3} d \theta d r=\frac{3}{2} \pi a^{4} .
$$

4. Find the moment of inertia of the lemniscate $r^{2}=a^{2} \cos 2 \theta$ (Fig. 27) with reference to a normal axis through the origin.

Ans. $\frac{1}{8} \pi u^{4}$.
5. The potential of a particle of mass $m$ at distance $R$ being $m / R$, show that the potential of a lamina (thickness $t$, density $\mu$ ) at a point $B$ on the perpendicular to the lamina through the polar origin $O(O B=c)$ is

$$
\iint \frac{\operatorname{tr} d \theta d r}{\sqrt{c^{2}+r^{2}}}
$$

(1) Find the potential at $B$ if the lamina is the circle $r=a$. Ans. $2 \pi \mu t\left(\sqrt{c^{2}+a^{2}}-c\right)$.
(2) Find the potential of a circular lamina at a point in the circumference. Ans. $4 a \mu t$.
6. If a curve revolve about the initial line show that the volume $=2 \pi \iint r^{2} \sin \theta d \theta d r$.

Find this volume for a complete revolution of the cardioid $r=a \cos ^{2 \frac{1}{2}} \theta$, Fig. 89 . Ans. $\frac{1}{3} \pi a^{3}$.
7. Find the moment of inertia of an anchor-ring (see Ex. 14, p. 180) about its axis.

Take as origin the centre of the circle (radius $a$ ) to be revolved, and the perpendicular (length $b$ ) on the axis of revolution as initial line. The m. $\mathrm{i}=2 \int_{0}^{\pi} \int_{0}^{a} \mu \cdot 2 \pi(b-r \cos \theta) \cdot r d \theta d r \cdot(b-r \cos \theta)^{2}$

$$
\text { Ans. } m\left(\frac{3}{4} a^{2}+b^{2}\right)
$$

179. Volume of a solid. Rectangular coördinates. Let $P$ be the point $(x, y, z)$ and let $P R, P S, P T$ be $d x, d y, d z$, infinitesimal increments of $x, y$, and $z$. The parallelepiped $P Q=d x d y d z$ is taken as the element of volume, the limit of the sum of such elements being obtained by successive integration. Thus to find the volume of the solid, Fig. 110, bounded by the coördinate planes and a surface whose equation is given:
(1) $\left(\int_{0}^{I U} d z\right) d x d y=I U \cdot d x d y$,
(2) $\left(\int_{0}^{D G} I U \cdot d y\right) d x=V D G \cdot d x$,
(3) $\int_{0}^{O A} V D G \cdot d x=C O B A$,
the required volume.

The first result is equivalent to the column standing on $I K(=d x d y)$, the second to the slice between VDG and WEF and therefore of thickness $d x$, the third is the sum of such slices.


The whole operation is indicated by the "triple integral"

$$
\int_{0}^{a} \int_{0}^{y_{1}} \int_{0}^{z_{1}} d x d y d z
$$

where $z_{1}$ is the $z$ of the given surface, $y_{1}$ is the $y$ of the curve $A G B$ in which the surface is cut by the plane $z=0$, and $a=O A$.

Ex. 1. To find the volume of the ellipsoid $\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}+\frac{z^{2}}{c^{2}}=1$.

$$
\frac{1}{8} V=\int_{0}^{a} \int_{0}^{y_{1}} \int_{0}^{z_{1}} d x d y d z \text {, where } z_{1} \text { is the } z \text { of } \frac{x^{2}}{1 a^{2}}+\frac{y^{2}}{b^{2}}+\frac{z^{2}}{c^{2}}=1 \text {, and }
$$ $y_{1}$ is the $y$ of $\frac{x^{2}}{a^{2}} \frac{y^{2}}{b^{2}}=1$, i.e

$$
y_{1}=\frac{b}{a}\left(a^{2}-x^{2}\right) \neq \quad \text { and } \quad z_{1}=\frac{c}{b}\left(y_{1}^{2}-y^{2}\right)^{\frac{1}{2}}
$$

Since

$$
\begin{gathered}
\int_{0}^{z_{1}} d z=z \\
\therefore \frac{1}{8} V=\int_{0}^{a} \int_{0}^{y_{1}} z_{1} d x d y=\int_{0}^{a} \int_{0}^{y_{1}}\left[\frac{c}{b}\left(y_{1}{ }^{2}-y^{2}\right)^{\frac{1}{2}} d y\right] d x \\
=\int_{0}^{a} \frac{\pi c}{4 b} y_{1}^{2} d x=\int_{0}^{a} \frac{\pi b c}{4 a^{2}}\left(a^{2}-x^{2}\right) d x=\frac{\pi a b c}{6} . \\
\therefore V=\frac{4}{3} \pi a b c .
\end{gathered}
$$

$z_{1} d x d y$ is equivalent to a column, $\frac{\pi c}{4 b} b^{y_{1}{ }^{2}} d x$ to a slice, and $\frac{\pi a b c}{6}$ is the sum of the slices for an octant.
2. Find $£ \Sigma \mu\left(y^{2}+z^{2}\right) d x d y d z$ for an ellipsoid, i.e., the moment of inertia with reference to the $x$-axis.

$$
\begin{aligned}
& 8 \int_{0}^{a} \int_{0}^{y_{1}} \int_{0}^{z_{1}} \mu\left(y^{2}+z^{2}\right) d x d y d z=8 \mu \int_{0}^{a} \int_{0}^{y_{1}}\left(y^{2} z_{1}+\frac{1}{3} z_{1}^{3}\right) d x d y \\
& \quad=\frac{\pi \mu c}{2 b^{3}}\left(b^{2}+c^{2}\right) \int_{0}^{a} y_{1}^{4} d x=\frac{4}{15} \pi a b c \mu\left(b^{2}+c^{2}\right)=m \frac{b^{2}+c^{2}}{5} .
\end{aligned}
$$

3. Find the volume of the hyperbolic paraboloid $a z=x^{2}-y^{2}$ in the frst octant, $x$ varying from 0 to $h$.

$$
\int_{0}^{h} \int_{0}^{x} \int_{0}^{\frac{x^{2}-y^{2}}{a}} d x d y d z=\frac{1}{6} \frac{h^{4}}{a}
$$

4. Find the volume of $x^{2}-y^{2}=x^{2} z^{2}$ in the first octant, $x$ varying from 0 to $h$.

Ans. $\frac{1}{8} \pi h^{2}$
5. In Ex. 3 find the moment of inertia with reference to the $z$-axis.

Ans. $m \frac{4}{5} h^{2}$
6. A rectangular parallelepiped which has its base in the $x y$ plane and its sides parallel to the other coördinate planes, intersects the hyperbolic paraboloid $a z=x y$. Show that the enclosed volume $=$ base $\times$ mean length of the vertical edges.
7. Find $£ \Sigma x y d x d y d z$ and $£ \Sigma x y z d x d y d z$ for the octant of an ellipsoid.

$$
\text { Ans. (1) } \frac{a^{2} b^{2} c}{1.3 .5}, \quad \text { (2) } \frac{a^{2} b^{2} c^{2}}{2.4 .6}
$$

8. Find the volume enclosed in the first octant by the ccördinate planes and the surface $\left(\frac{x}{a}\right)^{\frac{1}{2}}+\left(\frac{y}{b}\right)^{\frac{1}{2}}+\left(\frac{z}{c}\right)^{\frac{1}{2}}=1$.

$$
A n s . \frac{a b c}{90}
$$

180. Volumes. Polar coördinates. Let $O$ be the origin, $O A$ the initial line, $B A O C$ the initial plane. A plane revolving through the angle $\phi$


Fig. 111. about $O A$ from the initial plane contains a point $P, O P=r$ making an angle $\theta$ with $O A$. The polar coördinates of $P$ are $\phi, \theta$, $r ; r$ and $\theta$ are the ordinary polar coördinates of plane geometry, and (§ 178) $P M=$ $r d \theta d r+I_{1}$, where $I_{1}$ is a higher infinitesimal. The increment $d \phi$ brings $P$ to $T$ and $P M$ to $T Q, P T=P A d \phi=r \sin \theta d \phi$. Hence the element of volume $P Q$
$=\left(r d \theta d r+I_{1}\right)\left(r \sin \theta d \phi+I_{2}\right)=r^{2} \sin \theta d \phi d \theta d r+I_{3}$.

$$
\therefore V=\iiint r^{2} \sin \theta d \phi d \theta d r \text {. }
$$

(The element is, as in Fig. 110, PR.PS. PT'.)
Ex. 1. Volume of a sphere. (1) The origin being the centre,

$$
\begin{aligned}
V & =\int_{0}^{2 \pi} \int_{0}^{\pi} \int_{0}^{a} r^{2} \sin \theta d \phi d \theta d r \\
& =\int_{0}^{2 \pi} \int_{0}^{\pi} \frac{1}{3} a^{3} \sin \theta d \phi d \theta=\int_{0}^{2 \pi} \frac{2}{3} a^{3} d \phi=\frac{f}{8} \pi a^{3} .
\end{aligned}
$$

The first integral $\frac{1}{3} a^{3} \sin \theta d \phi d \theta=$ a pyramid with vertex at the centre and base on the surface of the sphere, the second $\frac{2}{3} a^{3} d \phi=a$ wedge of which the angle is $d \phi$ and the edge a diameter of the sphere, the third ${ }_{\frac{4}{3}} \pi a^{3}=$ the sum of the wedges.
(2) If the origin is on the surface, and the initial line a diameter,

$$
V=\int_{0}^{2 \pi} \int_{0}^{\frac{\pi}{2}} \int_{0}^{2 a \cos \theta} r^{2} \sin \theta d \phi d \theta d r
$$

(3) If the origin is a point on the surface, the initial line a tangent, and the initial plane passes through the centre,

$$
V=4 \int_{0}^{\frac{\pi}{2}} \int_{0}^{\frac{\pi}{2}} \int_{0}^{2 a \sin \theta \cos \theta} r^{2} \sin \theta d \phi d \theta d r
$$

2. The vertex of a cone of vertical angle $2 \alpha$ is on the surface of a sphere of radius $a$, and its axis passes through the centre of the sphere. Find the common volume. Ans. $\frac{4}{3} \pi a^{3}\left(1-\cos ^{4} \alpha\right)$.
3. The moment of inertia of a sphere about a diameter

$$
=2 \int_{0}^{2 \pi} \int_{0}^{\frac{\pi}{2}} \int_{0}^{a} \mu r^{4} \sin ^{3} \theta d \phi d \theta d r=m \frac{2}{5} a^{2},
$$

and about a tangent line

$$
=4 \int_{0}^{\frac{\pi}{2}} \int_{0}^{\frac{\pi}{2}} \int_{0}^{2 a \sin \theta \cos \phi} \mu r^{4} \sin ^{3} \theta d \phi d \theta d r=m \frac{7}{5} a^{2} .
$$

4. The potential of a solid sphere (density $\mu$ ) at a point on the

$$
\text { surface }=\int_{0}^{2 \pi} \int_{0}^{\frac{\pi}{2}} \int_{0}^{2 a \cos \theta} \mu r \sin \theta d \phi d \theta d r=\frac{4}{3} \mu \pi a^{2}=\frac{m}{a} .
$$

5. To find the potential $V$ of a spherical shell of infinitesimal thickness (radius $r$, thickness $t$, density $\mu$ ) at any point $A$.

Take $O$, the centre of the sphere, as origin, $O A$ as initial line, and let $O A=c$. Then

$$
\begin{aligned}
& V=\int_{0}^{2 \pi} \int_{0}^{\pi} \frac{\mu r^{2} \sin \theta d \phi d \theta \cdot t}{\sqrt{c^{2}+r^{2}-2 c r \cos \theta}}, \text { where } r \text { is constant. } \\
\therefore V & =\frac{2 \pi \mu r t}{c}[(c+r)-(c-r)], \quad c>r,
\end{aligned}
$$

and $\quad=\frac{2 \pi \mu r t}{c}[(r+c)-(r-c)], \quad c<r$.
$\therefore V=\frac{4 \pi \mu r^{2} t}{c}=\frac{m}{c}$ for $A$ outside the sphere,
and $\quad=4 \pi \mu r t=\frac{m}{r}$ for $A$ inside the sphere.

In the former case the potential is the same as if the whole mass were at the centre of the sphere, in the latter it is independent of $c$, and therefore the same at all points inside the sphere
6. To find the potential of a homogeneous solid sphere (radius $a$ ) at any point $A$.

Consider the sphere as made up of concentric shells of infinitesimal thickness $t=d r$. Then from Ex. 5,

$$
V=\frac{4 \pi l:}{c} \int_{0}^{a} r^{2} d r=\frac{4}{3} \frac{\pi \mu a^{3}}{c}=\frac{m}{c}, \quad A \text { outside }
$$

and

$$
=\frac{4 \pi \mu}{c} \int_{0}^{c} r^{2} d r+4 \pi \mu \int_{c}^{a} r d r=2 \pi \mu\left(a^{2}-\frac{1}{3} c^{2}\right), \quad A \text { inside. }
$$

181. Volume. Mixed coördinates. A volume $=\iint z d x d y$ if the base is in the $x y$-plane. Instead of $d x d y$ for the kase of the column of height $z$ we


Fig. 112. may take the polar element of area $r d \phi d r$. Then

$$
V=\iint z r d \phi d r
$$

Ex 1. For the volume of a sphere by this method,

$$
\begin{aligned}
\frac{1}{2} V & =\int_{0}^{2 \pi} \int_{0}^{a} \sqrt{a^{2}-r^{2}} r d \phi d r \\
& =\int_{0}^{2 \pi} \frac{1}{3} a^{3} d \phi=\frac{2}{3} \pi a^{3}
\end{aligned}
$$

The first inetgral $\frac{1}{3} a^{3} d \phi$ is a wedge whose edge is $O Z$ and angle $d \phi$, the second is the sum of such wedges for a hemisphere.
2. The axis of a right circular cylinder of radius $b$ passes through the centre of a sphere of radius $a(>b)$. Find the common volume.

$$
2 \int_{0}^{2 \pi} \int_{0}^{b} \sqrt{a^{2}-r^{2}} r d \phi d r=\frac{4}{8} \pi\left[a^{3}-\left(a^{2}-b^{2}\right)^{\frac{3}{3}}\right] .
$$

3. A right circular cylinder of diameter $a$ penetrates a sphere of radius $a$, the centre of the sphere being on the surface of the cylinder. Find the common volume.

$$
4 \int_{0}^{\frac{\pi}{2}} \int_{0}^{a \cos \phi} \sqrt{a^{2}-r^{2}} r d \phi d r=\frac{2}{9}(3 \pi-4) a^{3}
$$

4. The axes of two equal right circular cylinders of radius $a$ intersect at right angles. Find the common volume.

$$
\begin{aligned}
8 \int_{0}^{\frac{\pi}{2}} \int_{0}^{a} \sqrt{a^{2}-r^{2} \sin ^{2} \phi} r d \phi d r & =\frac{8}{8} a^{3} \int_{0}^{\frac{\pi}{2}}\left(\frac{1-\cos ^{3} \phi}{\sin ^{2} \phi}\right) d \phi \\
& =\frac{8}{3} a^{3}\left[\tan \frac{\phi}{2}+\sin \phi\right]_{0}^{\frac{\pi}{2}}=\frac{18}{8} a^{3}
\end{aligned}
$$

5. The volume between the surface $z=e^{-\left(x^{2}+y^{2}\right)}$ and its asymptotic plane $z=0$.

This is a surface of revolution about the $z$-axis
(1) $V=\int_{0}^{2 \pi} \int_{0}^{\infty} z r d \phi d r$, and $x^{2}+y^{2}=r^{2}$.

$$
\therefore V=2 \pi \int_{0}^{\infty} r e^{-r^{2}} d r=2 \pi\left[-\frac{1}{2} e^{-r^{2}}\right]_{0}^{\infty}=\pi .
$$

(2) Also $V=4 \int_{0}^{\infty} \int_{0}^{\infty} z d x d y=4 \int_{0}^{\infty} \int_{0}^{\infty} e^{-x^{2}} \cdot e^{-y^{2}} d x d y$

$$
=4 \int_{0}^{\infty} e^{-y^{2}} d y \cdot \int_{0}^{\infty} e^{-x^{2}} d x *=4\left(\int_{0}^{\infty} e^{-x^{2}} d x\right)^{2}
$$

$\therefore$ From (1) and (2), $\int_{0}^{\infty} e^{-x^{2}} d x=\frac{\sqrt{\pi}}{2} . \quad$ (Cf. § 124.)

* If the integration limits of each variable are independent of the other we evidently have

$$
\iint f(x) F(y) d x d y=\int f(x) d x \cdot \int F(y) d y
$$

182. Area of any surface. Let the parallelepiped, Fig. 42, which has the base $d x d y$ in the $x y$-plane and its sides parallel to the $z$-axis, intersect the tangent plane at $P(x, y, z)$ and the surface in sections of area $A_{t}$ and $A_{s}$, respectively, which are assumed to be equivalent infinitesimals. Let $\alpha, \beta, \gamma$ be the direction angles of the normal at $P$. Then

$$
d x d y=A_{t} \cos \gamma, \quad \therefore A_{s}=\sec \gamma d x d y+I,
$$

where $I$ is a higher infinitesimal. Hence the surface $S$

$$
=\int \sec \gamma d x d y=\int \sec \alpha d y d z=\int \sec \beta d z d x .
$$

$\cos \alpha, \cos \beta, \cos \gamma$ are proportional (§6) to $\frac{\partial u}{\partial x}, \frac{\partial u}{\partial y}, \frac{\partial u}{\partial z}$ if $u=c$ is the equation of the surface, and hence to $1,-\frac{\partial z}{\partial x}$, $-\frac{\partial z}{\partial y}$ if the equation is in the form $z=f(x, y)$. Hence

$$
\begin{aligned}
\sec \gamma & =\frac{\sqrt{\left(\frac{\partial u}{\partial x}\right)^{2}+\left(\frac{\partial u}{\partial y}\right)^{2}+\left(\frac{\partial u}{\partial z}\right)^{2}}}{\frac{\partial u}{\partial z}} \\
& =\sqrt{1+\left(\frac{\partial z}{\partial x}\right)^{2}+\left(\frac{\partial z}{\partial y}\right)^{2}}
\end{aligned}
$$

or

Ex. 1 A right circular cylinder of diameter a penetrates a sphere of radius $a$, the centre of the sphere being on the surface of the cylinder. Find the surface of the sphere which is inside the cylinder.

Let the equations be $x^{2}+y^{2}+z^{2}=a^{2}(1), x^{2}+y^{2}=a x$ (2).
For (1) $\sec \gamma=\frac{a}{z}=\frac{a}{\sqrt{a^{2}-x^{2}-y^{2}}}$.

$$
\begin{aligned}
\therefore S & =4 \int_{0}^{a} \int_{0}^{\sqrt{a x-x^{2}}} \frac{a d x d y}{\sqrt{a^{2}-x^{2}-y^{2}}}=4 a \int_{0}^{a} \sin ^{-1} \sqrt{\frac{x}{a+x}} d x * \\
& =4 a\left[(x+a) \sin ^{-1} \sqrt{\frac{x}{a+x}}-\sqrt{a x}\right]_{0}^{a}=2(\pi-2) a^{2} .
\end{aligned}
$$

2. In Ex. 1 find the volume of the cylinder which is inside the sphere.

For (2), $\sec \beta=\frac{\frac{1}{2} a}{y}=\frac{a}{2 \sqrt{a x-x^{2}}}$, and (1) and (2) intersect in $z^{2}=a^{2}-a x$.

$$
\therefore S=4 \int_{0}^{a} \int_{0}^{\sqrt{a^{2}-a x}}-\frac{a d x d z}{2 \sqrt{a x-x^{2}}}=2 a \int_{0}^{a} \sqrt{\frac{a}{x}} d x=4 a^{2}
$$

3. The axes of two equal right circular cylinders of radius $a$ intersect at right angles. Find the cylindrical surface enclosed. Let the equations be $x^{2}+z^{2}=a^{2}, y^{2}+z^{2}=a^{2}$. Ans. $16 a^{2}$.

$$
\text { * Let } x /(a+x)=\sin ^{2} \theta \text {. }
$$

## CHAPTER XXXVI.

## MEAN VALUES.

183. Let the base $b-a$ of the curve, Fig. 113, be divided into $n$ equal parts, at the extremities of which ordinates $y_{1}, y_{2}, \ldots$ are drawn. The


Fig. 113. limit of

$$
\frac{y_{1}+y_{2}+\ldots+y_{n}}{n}
$$

for $n$ infinite is called the mean value of $y$ for the interval $a$ to $b$ of $x$. If $d x=$ the length of the equal segments of $b-a, n=(b-a) / d x$. Hence
the mean value of $y$ is

$$
\begin{equation*}
£ \Sigma y \frac{d x}{b-a}=\frac{\int_{a}^{b} y d x}{b-a} \tag{1}
\end{equation*}
$$

Since the numerator $=$ the area $A B C D$, the mean ordinate is equal to the height of a rectangle which has the same base and area as the given figure.

The result (1) may be regarded as the mean value, for the interval $a$ to $b$ of the variable, of any function which is single-valued and continuous for that interval.

Ex. 1 The mean ordinate of a semicircle of radius $a=\frac{\frac{1}{2} \pi a^{2}}{2 a}=\frac{\pi a}{4}$ $=-7854 a$.
2. The mean square of the ordinate of a semicircle

$$
=\frac{\int_{-a}^{a} y^{2} d x}{2 a}=\frac{\int_{-a}^{a}\left(a^{2}-x^{2}\right) d x}{2 a}=\frac{2}{3} a^{2}
$$

3. Find the mean ordinate and the mean square of the ordinate of the curve $y=a \sin n x$ from $x=0$ to $x=\pi$.

$$
\text { Ans. (1) } 2 a / n \pi \text {, (2) } a^{2} / 2 n \text {. }
$$

4. The arc of a semicircle is divided into equal parts, from the extremities of which perpendiculars are drawn to the diameter. What is the mean value of their length?

Radii through the points of section divide the angle at the centre into equal parts. Hence

$$
£ \Sigma a \sin \theta \div \frac{\pi}{d \theta}=\frac{a}{\pi} \int_{0}^{\pi} \sin \theta d \theta=\frac{2 a}{\pi} .
$$

5. In Ex. 4 find the mean distance of the points in the circumference from one end of the diameter. Ans. $4 a / \pi$.
6. A straight line $A B$ of length $a$ is divided into equal parts, $P$ being a point of section. Find the mean value of $A P \cdot P B$ for all positions of $P$. Ans. $\frac{1}{6} a^{2}$.
7. The northern hemisphere is divided into zones of equal area. Find their mean distance from the pole.

Ans. Are= radius.
8. A rectangle is divided into rectangles by lines which divide the sides equally. Find the mean square of the distance of the rectangles from one corner of the given rectangle.

The sides at that corner being axes,

$$
£ \Sigma\left(x^{2}+y^{2}\right) \div \frac{a b}{d x d y}=\frac{1}{a b} \int_{0}^{a} \int_{0}^{b}\left(x^{2}+y^{2}\right) d x d y=\frac{1}{3}\left(a^{2}+b^{2}\right) .
$$

184. Let $d \lambda$ be an element of any quantity (length, area, volume, mass, time, etc.), and $u$ a variable which is taken any number $m$ times per unit of $\lambda$. Then

$$
\frac{£ \Sigma u m d \lambda}{£ \Sigma m d \lambda}=\frac{£ \Sigma u d \lambda}{£ \Sigma d \lambda}
$$

expresses the limit of the sum of the $u$ 's divided by their number, and is thus the mean value of $u$ for the range involved in the summation. If the elements are unequal the result is still the same as the mean value of $u$ taken once for each of the elements if they were equal, since 1 for each one- $m$ th part of the unit is equivalent to $m$ per unit.

Ex 1. To find the mean distance of points within a circle of radius $a$ from a given point on the circumference.

In this case $d \lambda$ is an element of area, say $r d \theta d r$ ( $\S 178$ ), $u$ is $r$, hence the mean value

$$
=\frac{2 \int_{0}^{\frac{\pi}{2}} \int_{0}^{2 a \cos \theta} r^{2} d \theta d r}{\pi a^{2}}=\frac{32}{9 \pi} a .
$$

2. The plane base of a hemisphere of radius $a$ is horizontal. Find (1) the mean height of points within the hemisphere (the element being one of volume), (2) the mean height of points on the curved surface, (3) the mean depth of points in the base below the curved surface. Ans. (1) $\frac{3}{8} a$, (2) $\frac{1}{2} a$, (3) $\frac{2}{3} a$.

In (1) and (2) the mean height is the height of the centre of gravity,* in (3) it is volume/base.
3. Find the mean square of the distance of points within a sphere of radius $a$ from (1) the centre, (2) a point on the surface, (3) a diameter. Ans. (1) $\frac{3}{5} a^{2}$, (2) $\frac{8}{5} a^{2}$, (3) $\frac{2}{5} a^{2}$.

[^29]
## CHAPTER XXXVII.

## INTRINSIC EQUATION OF A CURVE. THE TRACTRIX THE CATENARY.

## Intrinsic Equation of a Curve.

185. Let the tangent or normal of a curve turn through an angle $\lambda$ while the point of contact moves a distance $s$ along the curve. The equation connecting $s$ and $\lambda$ is called the intrinsic equation of the curye.

Ex. 1. The intrinsic equation of a-circle of radius $a$ is obviously $s=a \lambda$.
2. To find the intrinsic equation of the semi-cubical parabola $a y^{2}=x^{3}$ (Fig. 29), the


Fig. 114. intrinsic origin being the cusp.

The tangent at the origin is the $x$-axis. Hence

$$
\tan \lambda=\frac{d y}{d x}=\frac{3}{2}\left(\frac{x}{a}\right)^{\frac{1}{2}} .
$$

$\therefore x=\frac{4}{9} a \tan ^{2} \lambda$, whence $y=\frac{8}{27} a \tan ^{3} \lambda$.
Also

$$
d s=\sqrt{d x^{2}+d y^{2}}=\frac{8}{9} a \sec ^{3} \lambda \tan \lambda d \lambda .
$$

$$
\therefore s=\frac{8}{9} a \int_{0}^{\lambda} \sec ^{3} \lambda \tan \lambda d \lambda, \text { or } s=\frac{8}{27} a\left(\sec ^{3} \lambda-1\right),
$$

the equation required.
3. Find the intrinsic equation of the common parabola $y^{2}=4 a x$, the origin being the vertex

If the tangent make an angle $\lambda$ with the positive direction of the $y$-axis, $\tan \lambda=d x / d y$.

$$
\text { Ans. } s=a \sec \lambda \tan \lambda+a \log (\sec \lambda+\tan \lambda) \text {. }
$$

4. Find the intrinsic equation of the cycloid $x=a(\theta-\sin \theta)$, $y=a(1-\cos \theta$ ) (Fig. 19), the origin being at a cusp (say, at $x=0$, $y=0$ ).
[Show that $\lambda(=Y S P)=\frac{1}{2} \theta$.] Ans. $s=4 a(1-\cos \lambda$.
5. Find the intrinsic equation of the four-cusped hypocycloid $x=a \sin ^{3} \theta, y=a \cos ^{3} \theta$ (Fig. 18), the origin being at a cusp (say at $x=0, y=a)$.
[Show that $\lambda(=O S T)=\theta$.] Ans. $s=\frac{3}{4} a(1-\cos 2 \lambda)$.
6. Show that an equation may be transformed to a new origin at ( $s^{\prime}, \lambda^{\prime}$ ) by substituting $s+s^{\prime}$ for $s$ and $\lambda+\lambda^{\prime}$ for $\lambda$ in the given equation.
7. Find the equations of the curves of Exs. 4 and 5 when the origin is a vertex (the middle point of the are between successive susps). Ans. (1) $s=4 a \sin \lambda$, (2) $s=\frac{3}{4} a \sin 2 \lambda$.
8. Instead of expressing $x$ and $y$ in terms of $\lambda$, we may be able to express $s$ and $\lambda$ in terms of $x$ or some other variable, and eliminate that variable.

Ex. 1. The catenary $y=a \cosh (x / a)$ (Fig. 117), the origin being the lowest point, and hence the initial tangent being parallel to the $x$-axis.
$\tan \lambda=d y / d x=\sinh (x / a)$, and $d s=\cosh (x / a) d x$, whence $s=a \sinh (x / a) . \quad \therefore s=a \tan \lambda$.
2. The cardioid $r=a(1-\cos \theta)$, the cusp being the polar and the intrinsic origin.

$$
d s=\sqrt{r^{2}} d \overline{\theta^{2}+d r^{2}}=2 a \sin \frac{1}{2} \theta d \theta, \quad \therefore \varepsilon=4 a\left(1-\cos \frac{1}{2} \theta\right) \text {. }
$$

Also $\quad \lambda=\theta+\psi$, where ( (136) $\quad \tan \psi=r d \theta / d r=\tan \frac{1}{2} \theta$.
$\therefore \lambda=\frac{3}{2} \theta$. Hence $s=4 a\left(1-\cos \frac{1}{3} \lambda\right)$.
Show that the equation is $s=4 a \sin \frac{1}{3} \lambda$ if the origin is the point most remote from the cusp.
3. Show that the intrinsic equation of an epicycloid is

$$
s=\frac{4 b(a+b)}{a}\left(1-\cos \frac{a \lambda}{a+2 b}\right)
$$

when the origin is a cusp, and

$$
s=\frac{4 b(a+b)}{a} \sin \frac{a \lambda}{a+2 b},
$$

when the origin is a vertex.
187. The radius of curvature. The curvature is the $s$-rate of $\lambda$ (§86) and hence $R=d s / d \lambda=f^{\prime}(\lambda)$ if $s=f(\lambda)$ is the equation of the curve.
188. The evolute. Let $O$ be the origin of the given curve $s=f(\lambda), P$ any other point on the curve, $C, Q$ the centres of curvature of $O$ and $P$, and let $C$ be taken as the origin of the evolute. Then $P Q$ $=f^{\prime \prime}(\lambda)$ and $O C=f^{\prime}(0)$, also $C Q=P Q-O C$ $(\S 90(2))$. Hence the equation of the evolute is

$$
s=f^{\prime}(\lambda)-f^{\prime}(0)
$$



Fig. 115.

Ex. 1. Show that the evolute (1) of a parabola is a semicubical parabola, (2) of a cycloid is an equal cycloid, (3) of a four-cusped hypocycloid is a similar curve of twice the size of the given curve, (4) of a cardioid is a cardioid of one third the size of the given one.
2. What is the intrinsic equation of the involute of (1) a circle, (2) a catenary, the involute beginning at a point on the given curve?

Ans. (1) $s=\frac{1}{2} a \lambda^{2}$,
(2) $s=a \log \sec \lambda$.

## The Tractrix.

189. This is the curve in which the tangent is of constant length.

Let $(x, y)$ be the coördinates of a point $P$ on the curve (Fig. 116), and let the tangent $P T=a$.*

From the figure $d y / d x=-y / \sqrt{a^{2}-y^{2}}$, from which the equation may be found by integrating, the result being

$$
x=a \operatorname{sech}^{-1}(y / a)-\sqrt{a^{2}-y^{2}} .
$$

[^30]Since $y d x=-d y \sqrt{a^{2}-y^{2}}$, the element of the area of the curve $=$ the element of the area of the circle of radius $a, \therefore$. the whole area between the curve and its asymptote (the $x$-axis) is the same as that of the circle, viz., $\pi a^{2}$.


Fig. 116
The length of the curve from $Y$ to any point whose ordinate is $b$ may be found as follows:

$$
\frac{d s}{d y}=-\frac{a}{y}, \therefore s=-a \int_{a}^{b} \frac{d y}{y}=a \log \left(\frac{a}{b}\right)
$$

Let the tangent make an angle $\lambda$ with $Y O$. Then $s=$ $a \log \sec \lambda$, which is the intrinsic equation (origin $Y$ ) of the curve. Hence the radius of curvature $=d s / d \lambda=a \tan \lambda$, and the evolute is (§188) $s=a \tan \lambda$, a catenary (§192).

The area of the surface of revolution * of the curve about the $x$-axis $=4 \pi a^{2}$, and the volume $=\frac{2}{3} \pi a^{3}$.

[^31]
## The Catenary.

190. This is the curve formed by a uniform chain hanging vertically.

Let $A$ be the lowest point, $P$ any other point. From $P$ draw $P B$ vertically and equal to the length $A P$ or $s$ of the chain, and from $B$ draw a horizontal line to meet the tanent at $P$ in $C$, and let $B C=a$.


Fig 117.
191. Mechanics of the figure. The portion $A P$ of the chain is in equilibrium under the action of three forces, viz., the horizontal tension at $A$, the tension at $P$ in the direction of the tangent, and the weight, which is vertical. Hence $P B C$ is a triangle of forces for $A P$, and since the vertical force on $A P$ is the weight of a length $P B$ of the chain, it follows that the tension at $P$ is equal to the weight of a length $C P$ of the chain, and the tension at $A$ to the weight of a length $a$ of a chain, and therefore $a$ is constant.
192. Geometry of the figure. Draw from $A$ a vertical line and take $O A=a$; take $O$ as the orixin, $O A$ as $y$-axis and a
horizontal line $O X$ as $x$-axis. Then $O M=x, M P=y$. (By this choice of axes the constants of integration will $=0$.)
Since $C B, B P$, and $C P$ are $a, s$, and $\sqrt{a^{2}+s^{2}}$, respectively, we have

$$
\begin{equation*}
\frac{d y}{d x}=\frac{s}{a}(1), \frac{d x}{d s}=\frac{a}{\sqrt{a^{2}+s^{2}}}(2), \frac{d y}{d s}=\frac{s}{\sqrt{a^{2}+s^{2}}}(3) . \tag{4}
\end{equation*}
$$

From (3) $d y=s d s / \sqrt{a^{2}+s^{2}}, \therefore y=\sqrt{a^{2}+s^{2}}=C P$,
$\therefore$ the tension at any point $P$ is equal to the weight of a length $y$ of the chain.

From (2), $d x=a d s / \sqrt{a^{2}+s^{2}}, \therefore x=a \sinh ^{-1}(s / a)$,

$$
\begin{equation*}
\therefore s=a \sinh \frac{x}{a}, \quad \text { or } \quad=\frac{a}{2}\left(e^{\frac{x}{a}}-e^{-\frac{x}{a}}\right) \text {, } \tag{5}
\end{equation*}
$$

which gives the length from the lowest point to the point whose abscissa is.$x$.

From (1) and (5), $d y=\sinh \frac{x}{a} d x$.

$$
\begin{equation*}
\therefore y=a \cosh \frac{x}{a}, \quad \text { or } \quad=\frac{a}{2}\left(e^{\frac{x}{a}}+e^{-\frac{x}{a}}\right) \text {, } \tag{6}
\end{equation*}
$$

the equation of the curve.
From (1), $s=a \tan \phi$, the intrinsic equation (origin $A$ ) of the curve.

The normal. $N P: M P:: C P: C B, \therefore N P / y=y / a$, or $N P=$ $y^{2} / a$.

The radius of Curvature. $\quad R=d s / d \phi=a \sec ^{2} \phi=a y^{2} / a^{2}=$ $y^{2} / a$, or the radius of curvature is equal to the normal.

Let $D$ be the foot of the perpendicular from $M$ on $P T$. Since $M P=C P, \therefore M D=C B=a$ and $D P=B P=s$.

Hence the locus of $D$ is the involute of the catenary.
Also $M D$, the tangent at $D$ to the involute, is of constant length, $\therefore$ the involute is a tractrix.

The intrinsic equation of the evolute is $s=a\left(\sec ^{2} \phi-1\right)$.

## CHAPTER XXXVIII.

## INFINITE SERIES.*

193. A series is a succession of terms which follow one another according to some law. The series is said to be infinite when it does not terminate. If we add the terms of the infinite series $1+\frac{1}{2}+\frac{1}{4}+\frac{1}{8}+\ldots$ it is seen that the sum approaches a limit, viz., 2 ; for this reason the series is said to be convergent. That the limit is 2 is also seen by taking the sum of the first $n$ terms, which is $2-\frac{1}{2^{n-1}}$, and finding the limit of this when $n=\infty$.

This series is a particular case of the infinite geometrical progression

$$
\begin{equation*}
1+x+x^{2}+x^{3}+\ldots \tag{1}
\end{equation*}
$$

From elementary algebra the limit of the sum is $1 /(1-x)$ if $|x|<1$. If $|x|>1$ the series has no limit or is non-convergent.
194. Let $u_{0}+u_{1}+u_{2}+u_{3}+\ldots+u_{n}+u_{n+1}+\ldots$
be an infinite series, and let $s_{n}$ be the sum of the first $n$ terms. The series is then convergent if $s_{n}$ has a limit when $n=\infty$; let the limit, if it exists, be $s$. The limit must as in all other cases be a definite finite quantity (§2) such that $s-s_{n}$ has the limit 0 . Hence a series cannot be convergent unless $u_{n} \doteq 0$ when $n=\infty$, i.e. unless the terms tend to a limit 0 . This is a necessary but not a sufficient condition for convergence.

[^32]If a series is non-convergent it is either divergent or oscillatory, divergent if $s_{n}$ becomes infinite with $n$, oscillatory if $s_{n}$ remains finite but does not approach a limit. Series (1) is divergent if $|x|>1$ or $x=1$, and oscillatory if $x=-1, s_{n}$ in the latter case being $1,0,1,0$, etc., as $n$ increases, but never approaching a limit.

In general, a series is of no practical value unless it is convergent.
195. Without expressing $s_{n}$ in terms of $n$ it may be possible to test a given series for convergence. For this purpose various methods are given in works on algebra; we recall a few results which are of importance in our work.
(1) A series is convergent if (a) the terms are alternately + and -, (b) the absolute value of the terms constantly diminishes, and (c) the limit of that value is 0 when $n=\infty$.

Ex. $1-\frac{1}{2}+\frac{1}{3}-\frac{1}{4}+\ldots$ is convergent (see $\$ 2$, Ex. 3). The. limit of the sum lies between ${ }^{6} 69314$ and $\cdot 69315$. It $=\log _{2} 2(\S 197$ Ex. 1). The series $2-\frac{3}{2}+\frac{4}{3}-\ldots$ satisfies conditions (a) and (b) but not (c). It is oscillatory (see \& 2, Ex. 3).
(2) The series $1+\frac{1}{2^{c}}+\frac{1}{3^{c}}+\ldots$ is convergent when $c>1$, divergent when $c \overline{\Sigma 1}$. Thus the "harmonic series" $1+\frac{1}{2}+\frac{1}{3}+\ldots$ is divergent, but $1+\frac{1}{2^{2}}+\frac{1}{3^{2}}+\ldots$ is convergent.
Ex. 1. $\frac{1}{a^{2}+1^{2}}+\frac{1}{a^{2}+2}+\ldots$ is convergent, since each term is less than the corresponding term of $1+\frac{1}{2^{2}}+\ldots$
2. $\frac{1}{a+1}+\frac{1}{a+2}+\ldots, a>0$, is divergent. For it $>\frac{1}{b+1}+\frac{1}{b+2}$ $+\ldots$, where $b$ is an integer larger than $a$, and this is a part of the divergent series $1+\frac{1}{2}+\frac{1}{3}+\ldots$
(3) If a series is convergent when all the terms are positive, it will be convergent if any of the terms are negative.

Ex. $\frac{\cos x}{1^{2}}+\frac{\cos 2 x}{2^{2}}+\ldots$ is convergent for all values of $x$, for if all the terms were positive they would not be greater than the corresponding terms of $\frac{1}{1^{2}}+\frac{1}{2^{2}}+\ldots$

The contrary is not necessarily true, that is, a series may be convergent when some of the terms are negative, but not when those terms are made positive. Thus $1-\frac{1}{2}+\frac{1}{3}-\ldots$ is convergent, but $1+\frac{1}{2}+\frac{1}{3}+\ldots$ is divergent.

A series is said to be absolutely convergent when the absolute values of the terms form a convergent series, i.e., when the series remains convergent if all the terms are made positive. If not absolutely convergent it is said to be conditionally convergent. Thus $1-\frac{1}{2}+\frac{1}{4}-\frac{1}{8}+\ldots$ is absolutely convergent, $1-\frac{1}{2}+\frac{1}{3}-\frac{1}{4}+\ldots$ is conditionally convergent. It is known that the convergence and limit of an absolutely convergent series are independent of the order in which the terms are taken, whereas the terms of a conditionally convergent series may be grouped so as to converge to a different limit (in fact to an assigned limit) or to diverge. For example, arrange the series $1-\frac{1}{2}+\frac{1}{3}-\frac{1}{4}+\ldots$ as follows:

$$
\left(1-\frac{1}{2}\right)-\frac{1}{4}+\left(\frac{1}{3}-\frac{1}{6}\right)-\frac{1}{8}+\left(\frac{1}{5}-\frac{1}{10}\right)-\ldots
$$

This $=\frac{1}{2}-\frac{1}{4}+\frac{1}{6}-\frac{1}{8}+\ldots=\frac{1}{2}\left(1-\frac{1}{2}+\frac{1}{3}-\frac{1}{4}+\ldots\right)$, one-half of the original series.
(4) A series $u_{0}+u_{1}+\ldots+u_{n}+u_{n+1}+\ldots$ is absolutely convergent if $R$, the absolute value of the limit of $u_{n+1} / u_{n}$ when $n=\infty$, is $<1$, divergent if $R>1$. It may or may not be convergent if $R=1$.
196. Power series. The most important infinite series are those of the form

$$
\begin{equation*}
a_{0}+a_{1} x+a_{2} x^{2}+a_{3} x^{3}+\ldots+a_{n} x^{n}+a_{n+1} x^{n+1}+\ldots \tag{1}
\end{equation*}
$$

which is called a power series in $x$. The indices are positive ascending integers, and $a_{0}, a_{1}, \ldots$ are independent of $x$.

By assigning values to $x$ any number of series may be formed from a given power series.

Let the absolute value of the limit of $a_{n} / a_{n+1}$ when $n=\infty$ be $r$. It follows from $\S 195$ (4) that the power series is absolutely convergent if $|x|<r$ (i.e. if $x>-r$ and $<r$ ), divergent if $|x|>r$. If $x=r$ the series may be convergent or non-convergent. If $a_{n} / a_{n+1}=\infty$ when $n=\infty$, the series is convergent for all values of $x$.

Since the limit for $n+1=\infty$ is the same as for $n=\infty$, the value of $r$ may be found equally well from $a_{n+1} / a_{n+2}$ or from $a_{n-1} / a_{n}$, or any two successive coefficients.
Ex. 1. $1+x+\frac{x^{2}}{2}+\frac{x^{3}}{3}+\ldots+\frac{x^{n}}{n}+\ldots$

$$
a_{n}=\frac{1}{n}, \therefore \frac{a_{n}}{a_{n+1}}=\frac{n+1}{n}=1+\frac{1}{n}=1 \quad \text { when } \quad n=\infty, \quad \therefore r=1 \text {. }
$$

Hence the series is absolutely convergent if $|x|<1$. It is conditionally convergent if $x=-1$, divergent for all other values of $x$.

$$
\begin{aligned}
& \text { 2. } 1+x+\frac{x^{2}}{2!}+\frac{x^{3}}{3!}+\ldots+\frac{x^{n}}{n!}+\ldots \\
& \quad a_{n} / a_{n+1}=(n+1)!/ n!=n+1=\infty \text { when } n=\infty .
\end{aligned}
$$

Hence the series is absolutely convergent for all values of $x$.
3. $x+\frac{x^{3}}{3!}+\frac{x^{5}}{5!}+\ldots$ and $1+\frac{x^{2}}{2!}+\frac{x^{4}}{4!}+\ldots$ are parts of the series of Ex. 2, and are therefore absolutely convergent for all values of $x$.
4. The Binomial Series $1+m x+\frac{m(m-1)}{2!} x^{2}+\ldots$

$$
a_{n} / a_{n+1}=(n+1) /(m-n) \doteq-1 \text { when } n=\infty, \therefore r=1 \text {. }
$$

Hence the series is absolutely convergent if $|x|<1$ whatever the value of $m$. It may be proved to be absolutely convergent if $|x|=1$ and $m$ is positive, and conditionally convergent if $x=1$ and $-1<m<0$.
5. If the power series $a_{0}+a_{1} x+a_{x} x^{2}+\ldots$ is convergent when $|x|<r$, the series $a_{1}+2 a_{2} x+\ldots$ formed from the derivatives of the terms is also convergent when $|x|<r$.

For

$$
£_{n=\infty} \frac{n}{n+1} \cdot \frac{a_{n}}{a_{n+1}}=£_{n=\infty} \frac{a_{n}}{a_{n+1}}|=| r .
$$

6. Show also that the series $c+a_{0} x+\frac{1}{2} a_{1} x^{2}+\frac{1}{3} a_{2} x^{3}+\ldots$ formed by integrating ( $c$ being a constant) is convergent if $|x|<r$.
7. A power series $a_{0}+a_{1} x+a_{2} x^{2}+\ldots$ may be such that the limit of the sum for every value of $x$ within the interval of convergence $(-r<x<r)$ is equal to the value of some function $f(x)$ for that value of $x$. On this understanding we may write

$$
\begin{equation*}
f(x)=a_{0}+a_{1} x+x_{2} x^{2}+\ldots \tag{1}
\end{equation*}
$$

Thus if $|x|<1,(1+x)^{m}=1+m x+\frac{m(m-1)}{2!} x^{2}+\ldots$, and
as a particular case $1 /(1+x)=1-x+x^{2}-\ldots$ If $|x|>1$ there is no connection between the value of the function and the sum of the terms of the series.

If we differentiate both sides of (1) as if the series were finite we have

$$
\begin{equation*}
f^{\prime}(x)=a_{1}+2 a_{2} x+3 a_{3} x^{2}+\ldots \tag{2}
\end{equation*}
$$

Similarly, multiplying (1) by $d x$ and integrating,

$$
\begin{equation*}
F(x)=c+a_{0} x+\frac{1}{2} a_{1} x^{2}+\frac{1}{3} a_{2} x^{3}+\ldots, \tag{3}
\end{equation*}
$$

c being the integration constant, viz., the value of $F(x)$ when $x=0$. It may be proved that these results hold true (i.e., the new functions are equal to the limits of the sum of the terms of the new series) for all values of $x$ for which the new series are convergent. These values are $-r<x<r$ ( $\S 196$, Exs. 5,6 ), the same as those of the original series. If, however, any one of the series is also convergent when $x=r$ or $-r$, it must not be assumed that the others are also convergent for those values. Integration in general increases the rapidity of the convergence of a series, and it may change a series which is divergent when $x=r$ into one which is convergent.

Thus $1+\frac{1}{2} x+\frac{1}{3} x^{2}+\ldots$ is divergent when $x=1$, but $x+\frac{1}{2^{2}} x^{2}+\frac{1}{3^{2}} x^{3}+\ldots$ is convergent when $x=1$.

Ex. 1. Logarithmic series. If $|x|<1$,

$$
\frac{1}{1+x}=1-x+x^{2}-x^{3}+\ldots
$$

Multiply by $d x$ and integrate. Then if $|x|<1$,

$$
\begin{equation*}
\log (1+x)=x-\frac{1}{2} x^{2}+\frac{1}{3} x^{3}-\frac{1}{4} x^{4}+\ldots \tag{1}
\end{equation*}
$$

(No constant of integration, since both sides vanish with $x$.) (1) is also convergent if $x=1, \S 195(1), \therefore \log 2=1-\frac{1}{2}+\frac{1}{3}-\ldots$
(1) may be used for the calculation of the Napierian logarithm of any number $>-1$ and $\overline{<} 1$, but it converges too slowly to be of much value for such calculation, unless $|x|$ is very small. Change $x$ in (1) into $-x$ and subtract from (1). Then

$$
\begin{equation*}
\log \left(\frac{1+x}{1-x}\right)=2\left(x+\frac{1}{3} x^{3}+\frac{1}{5} x^{5}+\ldots\right) \tag{2}
\end{equation*}
$$

Let $y=(1+x) /(1-x)$, then $x=(y-1) /(y+1) \quad$ Substituting in (2),

$$
\begin{equation*}
\log y=2\left[\left(\frac{y-1}{y+1}\right)+\frac{1}{3}\left(\frac{y-1}{y+1}\right)^{3}+\frac{1}{5}\left(\frac{y-1}{y+1}\right)^{5}+\ldots\right] \tag{3}
\end{equation*}
$$

This series may be used for the calculation of any Napierian logarithm, since $(y-1) /(y+1)$ is necessarily a proper fraction when $y$ is any positive quantity.

Thus if $y=2,(y-1) /(y+1)=\frac{1}{3}$,

$$
\therefore \log _{e} 2=2\left[\frac{1}{3}+\frac{1}{3}\left(\frac{1}{3}\right)^{3}+\frac{1}{8}\left(\frac{1}{3}\right)^{5}+\ldots\right]=\cdot 693147 .
$$

Similarly $\log _{e} 3=2\left[\frac{1}{2}+\frac{1}{3}\left(\frac{1}{2}\right)^{3}+\frac{1}{8}\left(\frac{1}{2}\right)^{5}+\ldots\right]=1 \cdot 098612$.
Also, $\quad \log _{e} 4=2 \log _{e} 2=1 \cdot 386294$.
Another series may be derived from (2) thus: put $(1+x) /(1-x)$ $=(1+y) / y$, then $x=1 /(1+2 y)$; hence, remembering that $\log [(1+y) / y]=\log (1+y)-\log y$,

$$
\log (1+y)=\log y+2\left[\frac{1}{1+2 y}+\frac{1}{3}\left(\frac{1}{1+2 y}\right)^{3}+\frac{1}{6}\left(\frac{1}{1+2 y}\right)^{5}+\ldots\right]
$$

Thus if $y=4, \log _{e} 5=\log _{e} 4+2\left[\frac{1}{9}+\frac{1}{3}\left(\frac{1}{9}\right)^{3}+\frac{1}{5}\left(\frac{1}{9}\right)^{5}+\ldots\right]=1 \cdot 609438$ Hence $\log _{e} 10=\log _{e} 5+\log _{e} 2=2 \cdot 302585$, and hence the modulus * of the common logarithms (which $=1 / \log _{e} 10$ ) is $\cdot 4342945$. The common logarithms may therefore be found from the Napierian logarithms by multiplying by $\cdot 4342945$, and, conversely, the Napierian from the common logarithms by multiplying by 2.302585 .
2. Gregory's series. Prove that for $-1<x \leqq 1$,

$$
\begin{equation*}
\tan ^{-1} x=x-\frac{1}{3} x^{3}+\frac{1}{8} x^{5}-\ldots \tag{1}
\end{equation*}
$$

This series gives the radian measure of an angle in terms of its tangent. Show that

$$
\frac{\pi}{4}=1-\frac{1}{3}+\frac{1}{5}-\frac{1}{7}+\ldots=2\left(\frac{1}{1.3}+\frac{1}{5.7}+\ldots\right)
$$

This converges slowly. but by applying (1) to the relation $\frac{\pi}{4}=4 \tan ^{-1} \frac{1}{6}-\tan ^{-1} \frac{1}{239}$ a rapidly converging series for the calculation of $\pi$ is obtained.

Since $\tan ^{-1} x=\frac{\pi}{2}-\tan ^{-1} \frac{1}{x}, \quad$ if $|x|>1$ we have

$$
\tan ^{-1} x=\frac{\pi}{2}-\frac{1}{x}+\frac{1}{3 x^{3}}-\frac{1}{5 x^{\circ}}+\ldots
$$

3. Prove that

$$
\sin ^{-1} x=x+\frac{1}{2} \frac{x^{3}}{3}+\frac{1.3}{2.4} \frac{x^{5}}{5}+\frac{1.3 .5 x^{7}}{2.4 .6}+\ldots, \quad|x|<1,
$$

and hence, making $x=\frac{1}{2}$, that

$$
\pi=3\left(1+\frac{1}{24}+\frac{3}{640}+\frac{5}{7168}+\ldots\right)=3 \cdot 14159 \ldots
$$

* If $x=\log _{a} y$, then by definition of a logarithm, $a^{x}=y$. Taking logarithms of this, the base being supposed $e$, we have $x \log _{e} a=\log _{e} y$, $\therefore x$ or $\log _{a} y=\frac{\log _{e} y}{\log _{e} a}$, or the logarithm of $y$ is changed from base $e$ to base $a$ by multiplying by $\frac{1}{\log _{e} a}$, which is called the modulus of the system of base $a$.

If $y=e, \log _{a} e=\frac{1}{\log _{e} a}$, hence the modulus of the common system is also equal to $\log _{10} e$.

Show also that $\sec ^{-1} x=\frac{\pi}{2}-\frac{1}{x}-\frac{1}{6 x^{3}}-\frac{1 \cdot 3}{2 \cdot 4 \cdot 5 x^{5}}-\ldots, \quad|x|>1$.
198. Maclaurin's Series. If there is a power series* which $=f(x)$, that series is $f(0)+f^{\prime}(0) x+\frac{f^{\prime \prime}(0)}{2!} x^{2}+\ldots$

For, suppose it to be $a_{0}+a_{1} x+a_{2} x^{2}+\ldots$ Then

$$
\begin{equation*}
f(x)=a_{0}+a_{1} x+a_{2} x^{2}+a_{3} x^{3}+a_{4} x^{4}+\ldots \tag{1}
\end{equation*}
$$

Differentiating successively,

$$
\begin{align*}
f^{\prime}(x) & =a_{1}+2 a_{2} x+3 a_{3} x^{2}+4 a_{4} x^{3}+\ldots  \tag{2}\\
f^{\prime \prime}(x) & =2 a_{2}+2.3 a_{3} x+3 \cdot 4 a_{4} x^{2}+\ldots  \tag{3}\\
f^{\prime \prime \prime}(x) & =2.3 a_{3}+2.3 \cdot 4 a_{4} x+\ldots \tag{4}
\end{align*}
$$

etc. If (1) is convergent for $|x|<r$, (2), (3), $\ldots$ are convergent for the same values of $x$, and this interval includes $x=0$. Making $x=0$ in (1), (2), (3), $\ldots$ we have

$$
f(0)=a_{0}, \quad f^{\prime}(0)=a_{1}, \quad f^{\prime \prime}(0)=2 a_{2}, \quad f^{\prime \prime \prime}(0)=2.3 a_{3}, \ldots
$$

Substituting in (1),

$$
\begin{equation*}
f(x)=f(0)+f^{\prime}(0) x+\frac{f^{\prime \prime}(0)}{2!} x^{2}+\frac{f^{\prime \prime \prime}(0)}{3!} x^{3}+\ldots \tag{5}
\end{equation*}
$$

This is Maclaurin's Series. In substituting in (5) we are said to expand or develop $f(x)$ into a power series.

Ex. 1. To expand $\sin x$.

$$
\begin{aligned}
f(x) & =\sin x, & \therefore \quad f(0) & =\sin 0=0 ; \\
f^{\prime}(x) & =\cos x, & \therefore f^{\prime}(0) & =\cos 0=1 ; \\
f^{\prime \prime \prime}(x) & =-\sin x, & \therefore f^{\prime \prime}(0) & =-\sin 0=0 ; \\
f^{\prime \prime \prime}(x) & =-\cos x, & \therefore f^{\prime \prime \prime}(0) & =-\cos 0=-1, \text { etc. }
\end{aligned}
$$

Substituting in (5) we have

$$
\begin{equation*}
\sin x=x-\frac{x^{3}}{3!}+\frac{x^{5}}{5!}-\ldots \tag{6}
\end{equation*}
$$

which gives the sine of an angle in terms of its measure in radians

[^33]The expansion of $\cos x$ may be found in the same manner, or by differentiating (6); hence

$$
\begin{equation*}
\cos x=1-\frac{x^{2}}{2!}+\frac{x^{4}}{4!}-\ldots \tag{7}
\end{equation*}
$$

(6) and (7) are convergent for all values of $x$ (8 196, Ex. 3).
2. The expansions of $e^{x}$ and $a^{x}$ are particular cases of Maclaurin's Series. For

$$
\begin{gather*}
f(x)=e^{x}, \quad f^{\prime}(x)=e^{x}, \quad f^{\prime \prime}(x)=e^{x}, \quad \text { etc.; } \\
\therefore f(0)=e^{0}=1, \quad f^{\prime}(0)=1, \quad f^{\prime \prime}(0)=1, \quad \text { etc. } \\
\therefore e^{x}=1+x+\frac{x^{2}}{2!}+\frac{x^{3}}{3!}+\ldots \tag{8}
\end{gather*}
$$

Similarly, $\quad a^{x}=1+A x+\frac{A^{2} x^{2}}{2!}+\frac{A^{3} x^{3}}{3!}+\ldots\left(A=\log _{e} a\right)$.
These series are also convergent for all values of $x$ (§ 196, Ex. 2).
199. If we attempt to expand $\cot x$ by Maclaurin's Series we meet a difficulty at the outset, viz., $\cot 0=\infty$. This implies that there is no power series for $\cot x$.

Ex. To expand $x \cot x$.

$$
x \cot x=x \frac{\cos x}{\sin x}=\frac{x\left(1-\frac{x^{2}}{2!}+\frac{x^{4}}{4!}-\ldots\right)}{x-\frac{x^{3}}{3!}+\frac{x^{5}}{5!}-\ldots}=\frac{1-\frac{x^{2}}{2!}+\frac{x^{4}}{4!}-\ldots}{1-\frac{x^{2}}{3!}+\frac{x^{4}}{5!}-\ldots}
$$

Assume $x \cot x=1+a_{2} x^{2}+a_{4} x^{4}+\ldots$ (There cannot be any odd powers, since $x \cot x$ is an even function. See Ex. 12, p. 40.) Then

$$
1-\frac{x^{2}}{2!}+\frac{x^{4}}{4!}-\ldots=\left(1-\frac{x^{2}}{3!}+\frac{x^{4}}{5!}-\ldots\right)\left(1+a_{2} x^{2}+a_{4} x^{4}+\ldots\right)
$$

Multiplying* and equating coefficients,

Hence

$$
\begin{array}{r}
x \cot x=1-\frac{x^{2}}{3}-\frac{x^{4}}{45}-\ldots \\
\cot x=\frac{1}{x}-\frac{x}{3}-\frac{x^{3}}{45}-\ldots
\end{array}
$$ them term by term as if they were finite series, provided that one of them (at least) is absolutely convergent.

200. Formulæ derived from the exponential series. In $\S 198$, (8), write $x i$ for $x$, where $i \equiv \sqrt{-1}$ (observe that $i^{2}=-1$, $i^{3}=-\sqrt{-1}, i^{4}=1, i^{5}=i$, etc.).

$$
\therefore e^{x i}=\left(1-\frac{x^{2}}{2!}+\frac{x^{4}}{4!}-\ldots\right)+i\left(x-\frac{x^{3}}{3!}+\frac{x^{5}}{5!}-\ldots\right),
$$

or

$$
\begin{equation*}
e^{x_{i}}=\cos x+i \sin x . \tag{1}
\end{equation*}
$$

Writing $-x$ for $x$,

$$
\begin{equation*}
e^{-x t}=\cos x-i \sin x . \tag{2}
\end{equation*}
$$

Adding and subtracting,

$$
\begin{align*}
& \cos x=\frac{1}{2}\left(e^{x i}+e^{-x i}\right),  \tag{3}\\
& \sin x=\frac{1}{2 i}\left(e^{x i}-e^{-x i}\right), \tag{4}
\end{align*}
$$

whence $\tan x=\frac{1}{i}\left(\frac{e^{x i}-e^{-x t}}{e^{x i}+e^{-x i}}\right)=\frac{1}{i}\left(\frac{e^{2 x i}-1}{e^{2 x i}+1}\right)$.
These are Euler's Formulæ.
In (1) write $n x$ for $x$.
$\therefore \cos n x+i \sin n x=e^{n x i}=\left(e^{x i}\right)^{n}=(\cos x+i \sin x)^{n}$,
$\therefore(\cos x+i \sin x)^{n}=\cos n x+i \sin n x$.
This is Demoivre's Theorem.
201. Taylor's Series. Suppose the function of $x$ to be $f(h+x)$. The first $x$-derivative is

$$
f^{\prime}(h+x) d(h+x) / d x=f^{\prime}(h+x) .
$$

The second is $f^{\prime \prime}(h+x)$, etc. The values of the fuinction and its derivatives for $x=0$ are $f(h), f^{\prime}(h), f^{\prime \prime}(h), \ldots$ Hence Maclaurin's Series takes the form

$$
f(h+x)=f(h)+f^{\prime}(h) x+\frac{f^{\prime \prime}(h)}{2!} x^{2}+\frac{f^{\prime \prime \prime}(h)}{3!} x^{3}+\ldots
$$

This is Taylor's Series. The conditions under which the function is represented by the series will be considered in Ch. XXXIX.

Ex. 1. $(h+x)^{m}=h^{m}+m h^{m-1} x+\frac{m(m-1)}{2!} h^{m-2} x^{2}+\ldots$
2. $\sin (h+x)=\sin h+\cos h . x-\frac{\sin h}{2!} x^{2}-\frac{\cos h}{3!} x^{3}+\ldots$
3. If $f(x)=x^{3}-2 x^{2}-x+3$, write down $f(x+h)$.

## Examples.

1. Expand $(1+x)^{m}, \log (1+x), \tan ^{-1} x$, by Maclaurin's series.
2. $\tan x=x+\frac{x^{3}}{1.3}+\frac{2 x^{5}}{3.5}+\frac{17 x^{7}}{5.7 .9}+\ldots$
3. sec $x=1+\frac{x^{2}}{2!}+\frac{5 x^{4}}{4!}+\frac{61 x^{8}}{6!}+\ldots$
4. $\log \sec x=\frac{x^{2}}{2}+\frac{x^{4}}{12}+\frac{x^{6}}{45}+\frac{17 x^{8}}{2520}+\ldots$
5. $\cos ^{3} x=1-\frac{3 x^{2}}{2}+\frac{7 x^{4}}{8}-\ldots$
6. $e^{\sin x}=1+x+\frac{x^{2}}{2}-\frac{x^{4}}{8}-\frac{x^{5}}{15}+\ldots$
7. $e^{x} \sec x=1+x+x^{2}+\frac{2}{3} x^{3}+\ldots$
8. $\operatorname{cosec} x=\frac{1}{x}+\frac{x}{3!}+\frac{7 x^{3}}{3.5!}+\ldots$
9. Show that

$$
\cosh x=1+\frac{x^{2}}{2!}+\frac{x^{4}}{4!}+\ldots, \quad \sinh x=x+\frac{x^{3}}{3!}+\frac{x^{5}}{5!}+\ldots,
$$

and hence that $\cosh x=\cos i x, \sinh x=-i \sin i x$, where $i \equiv \sqrt{-1}$.
10. Assuming $\frac{1}{1^{2}}+\frac{1}{2^{2}}+\frac{1}{3^{2}}+\ldots=\frac{\pi^{2}}{6}$, show that

$$
\frac{1}{1^{2}}+\frac{1}{3^{2}}+\frac{1}{5^{2}}+\ldots=\frac{\pi^{2}}{8}, \quad \text { and } \quad \frac{1}{1^{2}}-\frac{1}{2^{2}}+\frac{1}{3^{2}}-\ldots=\frac{\pi^{2}}{12}
$$

Also that $\int_{0}^{1} \frac{1}{x} \log (1+x) d x=\frac{\pi^{2}}{12}$.
11. Show that $\int_{0}^{1} \frac{d x}{\sqrt{1+x^{4}}}=1-\frac{1}{2} \cdot \frac{1}{5}+\frac{1.3}{2.5} \cdot \frac{1}{9}-\ldots$
12. When $x \doteq 0$ show from the series that
(1) $(\sin x) / x \doteq 1$,
(2) $(\tan x) / x \doteq 1$,
(3) $(1-\cos x) / x^{2} \stackrel{1}{=}$,
(4) $(\tan x-\sin x) / x^{3} \doteq \frac{1}{2}$,
(5) $\left(e^{x}-1\right) / x \doteq 1$.
13. If a circular arc (radius $a$ ) subtends an angle $\theta$ at the centre, show that when $\theta$ is very small

$$
\text { are }- \text { chord }=2_{24}^{1} a \theta^{3} \text {, nearly. }
$$

14. If $\theta$ is a small angle, show that

$$
\left.\begin{array}{l}
\sin \theta=\theta \sqrt[3]{\cos \theta}, \\
\tan \theta=\theta \sqrt[3]{\cos ^{-x} \theta},
\end{array}\right\} \text { nearly. }
$$

From these formulæ are derived the rules given in Mathematical Tables for finding the sines and tangents of small angles.
15. The chord of a circular are is $C$, the chord of half the arc $\mathrm{s} c$; show that the length of the are is

$$
2 c+\frac{1}{3}(2 c-C), \text { very nearly. }
$$

This formula (Huyghens's) will give $\frac{1}{4}$ of the circumference of a circle of 100 feet radius with an error of less than $1 \frac{1}{2}$ inch; it gives $\frac{1}{8}$ of the circumference of the same circle with an error of less than $\frac{2}{30}$ of an inch.

## CHAPTER XXXIX.

## TAYLOR'S THEOREM.

202. In Ch. XXXVIII the existence of a power series for $f(x)$ or $f(h+x)$ is assumed. We have now to consider under what circumstances this assumption may be justified.
203. Theorem of Mean Value. Let $f(x)$ be a single-valued function, and suppose $f(x)$ and its first derivative $f^{\prime}(x)$ to be continuous from $x=a$ to $x=b$. The Theorem of Mean Value asserts that

$$
\begin{equation*}
\frac{f(b)-f(a)}{b-a}=f^{\prime}\left(x_{1}\right) \tag{1}
\end{equation*}
$$

where $x_{1}$ is some value of $x$ between $a$ and $b$.


Fig. 118.


Fig. 119.

Let (Fig. 118) $O A=a, O B=b$. If $P R Q$ represents the graph of $f(x)$ from $x=a$ to $x=b, A P=f(a), B Q=f(b)$. Hence $\frac{f(b)-f(a)}{b-a}$ is the slope of the straight line $P Q$. At some point $R$ between $P$ and $Q$ the tangent is parallel to $P Q$, and the slope of the tangent at $R$ is $f^{\prime}\left(x_{1}\right)$, where $x_{1}=O C$. Hence the equality stated in (1). It should be noticed (Fig. 119) that $x_{1}$ may have more than one value.

The theorem may not be true if, between $x=a$ and $x=b$, $f(x)$ (Figs. 120, 121) or $f^{\prime}(x)$ (Figs. 122, 123) has a finite or infinite discontinuity.


Fig. 120.


Fig. 121.


Fig. 122.


Fig. 123.
204. If, in (1), $f(b)=f(a)$, then $f^{\prime}\left(x_{1}\right)=0$; i.e., if $f(x)$ and $f^{\prime}(x)$ are continuous from $x=a$ to $x=b$, and if $f(a)=f(b)$, - then $f^{\prime}(x)=0$ for at least one value between $x=a$ and $x=b$. This is known as Rolle's Theorem.
205. In Fig. 118 let $A B=h$ and $A C=\theta h, 0<\theta<1$. Then (1) becomes

$$
\frac{f(a+h)-f(a)}{h}=f^{\prime}(a+\theta h),
$$

or

$$
f(a+h)=f(a)+h f^{\prime}(a+\theta h) .
$$

This may be regarded as the beginning of an expansion of $f(a+h)$ in powers of $h$. We have now to show that the expansion may under certain circumstances be continued to three or more terms.
206. Taylor's Theorem. Let $f(x)$ and its first $n$ derivatives be continuous from $x=a$ to $x=a+h$. Let $P$ be a quantity which is such that
$f(a+h)-f(a)-f^{\prime}(a) h-\frac{f^{\prime \prime}(a)}{2!} h^{2}-\ldots-\frac{f^{(n-1)}(a)}{(n-1)!} h^{n-1}=P h^{n}$. (2)
Consider also the following function of $x$ :

$$
f(a+h)-f(x)-f^{\prime}(x)(a+h-x)-\frac{f^{\prime \prime}(x)}{2!}(a+h-x)^{2}-\ldots
$$

$$
\begin{equation*}
-\frac{f^{(n-1)}(x)}{(n-1)!}(a+h-x)^{n-1}-P(a+h-x)^{n}, \tag{3}
\end{equation*}
$$

and let this be called $F(x)$. Differentiating, we obtain

$$
\begin{equation*}
F^{\prime}(x)=-\frac{f^{(n)}(x)}{(n-1)!}(a+h-x)^{n-1}+\operatorname{Pn}(a+h-x)^{n-1} . \tag{4}
\end{equation*}
$$

Since $f(x) \ldots f^{(n)}(x)$ are continuous from $x=a$ to $x=a+h$, so also are $F(x)$ and $F^{\prime \prime}(x)$. Also $F(a)=0$ by (2), and $F(a+h)=0$ by (3); hence ( $\S 204) F^{\prime}(x)=0$ for some value $a+\theta h$ between $a$ and $a+h$. Hence, from (4), $P=\frac{f^{(n)}(a+\theta h)}{n!}$.

Substituting in (2) and transposing,

$$
\begin{align*}
f(a+h)=f(a)+f^{\prime}(a) h+\frac{f^{\prime \prime}(a)}{!2} h^{2}+\ldots & +\frac{f^{(n-1)}(a)}{(n-1)!} h^{n-1} \\
& +\frac{f^{(n)}(a+\theta h)}{n!} h^{n} . \tag{5}
\end{align*}
$$

Hence if $f(x)$ and its first $n$ derivatives are continuous from $x=a$ to $x=a+h, f(a+h)$ can be expanded into the finite series (5). This is Taylor's Theorem. It is really a generalization of the Theorem of Mean Value. It should be noted that $h$ is not necessarily positive. The number $\theta$ $>0$ and $<1$, but its value generally depends upon $a, h$, and $n$, as well as the form of the function.
Ex. $\log (a+h)=\log a+\frac{h}{a}-\frac{h^{2}}{2 a^{2}}+\frac{h^{3}}{3 a^{3}}-\ldots+\frac{(-1)^{n-1} h^{n}}{n(a+\theta h)^{n}}$.
207. If $x$ is written for $a$, (5) takes the fo:m

$$
f(x+h)=f(x)+f^{\prime}(x) h+\frac{f^{\prime \prime}(x)}{2!} h^{2}+\ldots+\frac{f^{(n)}(x+\theta h)}{n!} h^{n}
$$

208. The remainder. The last term of (5) is known as Lagrange's form of the remainder $\left(R_{n}\right)$ after $n$ terms. Another form of the remainder $R_{n}$ (Cauchy's), viz.,

$$
\frac{f^{(n)}(a+\theta h)}{(n-1)!}(1-\theta)^{n-1} h^{n},
$$

may be found by starting with $P h$ instead of $P h^{n}$ in (2).
$R_{n}$ is the amount of the error when the first $n$ terms of the series are taken as the value of $f(a+h)$. Thus for $\log (a+h)(\S 206)$ the numerical value of the error would lie between $\frac{h^{n}}{n a^{n}}$ and $\frac{h^{n}}{n(a+h)^{n}}$, the greatest and least values of $R_{n}$.

The method of making small corrections explained in Ch. XI is equivalent to the use of the first two terms of Taylor's Theorem. In this case the error is therefore $\frac{1}{2} f^{\prime \prime}(a+\theta h) h^{2}$, where $0<\theta<1$.
209. Maclaurin's Theorem. Taking $a=0$ in (5) and writing $x$ for $h$, we have

$$
\begin{equation*}
f(x)=f(0)+f^{\prime}(0) x+\frac{f^{\prime \prime}(0)}{2!} x^{2}+\ldots+R_{n} \tag{7}
\end{equation*}
$$

where

$$
R_{n}=\frac{f^{(n)}(\theta x)}{n!} x^{n} \quad \text { or } \quad=\frac{f^{(n)}(\theta x)}{(n-1)!}(1-\theta)^{n-1} x^{n},
$$

according as Lagrange's or Cauchy's form is adopted for the remainder. (7) is the statement of Maclaurin's Theorem. The expansion is therefore possible if $f(x)$ and its first $n$ derivatives are continuous from $x=0$ up to the value of $x$ adopted in the series.
210. Maclaurin's Series. Taylor's Series. If $f(x)$ can be expanded by means of the series (7), and if the values of $x$ are such that $£_{n=\infty} R_{n}=0$, then

$$
f(x)=f(0)+f^{\prime}(0) x+\frac{f^{\prime \prime}(0)}{2!} x^{2}+\ldots,
$$

or $f(x)$ is equal to the limit of the sum of the terms of an infinite power series (Maclaurin's Series).

Under similar conditions we obtain from (5)

$$
f(a+h)=f(a)+f^{\prime}(a) h+\frac{f^{\prime \prime}(a)}{2!} h^{2}+\ldots,
$$

which is Taylor's Series.

Ex. 1. From (7) $\sin x=x-\frac{x^{3}}{3!}+\frac{x^{5}}{5!}-\ldots+R_{n}$, where $R_{n}$ (Lagrange's form $)=\sin \left(\theta x+n \frac{\pi}{2}\right) \frac{x^{n}}{n!}$. Now $\frac{x^{n}}{n!}=\frac{x}{1} \cdot \frac{x}{2} \cdot \frac{x}{3} \ldots$, and each fraction after a certain point is numerically $<1$, hence the limit of the product $=0$ for $n=\infty$. Also $\sin \left(\theta x+n \frac{\pi}{2}\right)$ remains finite as $n$ increases, since it cannot be $>1$ or $<-1$. Thus $£_{n=\infty} R_{n}=0$ for all values of $x$. Hence, for all values of $x$,

$$
\sin x=x-\frac{x^{3}}{3!}+\frac{x^{5}}{5!}-\ldots
$$

Similarly, $\cos x=1-\frac{x^{2}}{2!}+\frac{x^{4}}{4!}-\ldots$ for all values of $x$.
2. $\log (1+x)=x-\frac{x^{2}}{2}+\frac{x^{3}}{3}-\ldots+R_{n}$, where $R_{n}$ (Cauchy's form)

$$
=\frac{(-1)^{n-1}(1-\theta)^{n-1} x^{n}}{(1+\theta x)^{n}}=\frac{(-1)^{n-1}}{1-\theta}\left(\frac{1-\theta}{\frac{1}{x}+\theta}\right)^{n} .
$$

But $1-\theta|<| \frac{1}{x}+\theta$ if $-1<x \leqq 1$. Also $1-\theta$ remains finite. Hence, for these values of $x$,

$$
£_{n=\infty} R_{n}=0, \quad \text { and } \quad \log (1+x)=x-\frac{x^{2}}{2}+\frac{x^{3}}{3}-
$$

For all other values of $x$ the series is non-convergent ( $\$ 196$ ) and hence cannot represent the function.
3. Show that $e^{x}=1+x+\frac{x^{2}}{2!}+\frac{x^{3}}{3!}+\ldots$ for all values of $x$.

## CHAPTER XL.

## FOURIER'S SERIES.

211. (a) A function $f(x)$ may be developed into an infinite series of the form

$$
\begin{equation*}
A+a_{1} \cos x+a_{2} \cos 2 x+\ldots+a_{n} \cos n x+\ldots \tag{1}
\end{equation*}
$$

consisting of a constant term $A$, and cosines of $x$ and multiples of $x$, with constant coefficients $a_{1}, a_{2}, \ldots$ For any value of $x$ from $x=0$ to $x=\pi$ the series will represent the function, i.e., the limit of the sum of the terms of the series will be equal to the value of the function.
(b) $f(x)$ may also be developed into a sine series of the form

$$
\begin{equation*}
a_{1} \sin x+a_{2} \sin 2 x+\ldots+a_{n} \sin n x+\ldots \tag{2}
\end{equation*}
$$

and the series will represent the function for any value of $x$ between 0 and $\pi$.
(c) $f(x)$ may be developed into a sine and cosine series of the form

$$
\begin{equation*}
A+a_{1} \sin x+a_{2} \sin 2 x+\ldots+b_{1} \cos x+b_{2} \cos 2 x+\ldots \tag{3}
\end{equation*}
$$

and the series will represent the function for any value of $x$ between $-\pi$ and $\pi$.

Whether the series represent the function for values of $x$ other than those stated will depend upon the nature of the function.

The above propositions were fully investigated for the first time by Fourier (Théorie analytique de la Chaleur, 1882) and the series are called Fourier's Series.
212. Assuming the form of the series we shall explain a method of calculating the constants. It will be necessary to make use of the following results of integration which may be easily verified by the student (see Ch. XXII).

Supposing $n$ and $m$ to be integers and $n \neq m$, the following integrals have the values herewith given:

|  | From 0 to $\pi$. | From $-\pi$ to $\pi$. |
| :---: | :---: | :---: |
| $\int \cos n x d x \ldots$ | 0 | 0 |
| $\int \sin n x d x$. |  | 0 |
| $\int \cos m x \cos n x d x$ | 0 | 0 |
| $\int \sin m x \sin n x d x$. | 0 | 0 |
| $\int \sin m x \cos n x d x$. |  | 0 |
| $\int \cos ^{2} n x d x$ | $\frac{1}{2} \pi$ | $\pi$ |
| $\int \sin ^{2} n x d x$ | ${ }_{2}^{1} \pi$ | $\pi$ |

2I3. The cosine series. Suppose

$$
\begin{equation*}
f(x)=A+a_{1} \cos x+a_{2} \cos 2 x+\ldots+a_{n} \cos n x+\ldots \tag{1}
\end{equation*}
$$

An operation may be performed which causes every term of the series to disappear except that of which the constant is desired. Multiply (1) by $d x$ and integrate between 0 and $\pi$. Then

$$
\int_{0}^{\pi} f(x) d x=A \pi, \quad \therefore A=\frac{1}{\pi} \int_{0}^{\pi} f(x) d x .
$$

Multiply (1) by $\cos n x d x$ and integrate between 0 and $\pi$. Then

$$
\int_{0}^{\pi} f(x) \cos n x d x=a_{n} \cdot \frac{1}{2} \pi, \quad \therefore a_{n}=\frac{2}{\pi} \int_{0}^{\pi} f(x) \cos n x d x .
$$

Ex. 1. Let $f(x)=x$. Then $A=\frac{1}{\pi} \int_{0}^{\pi} x d x=\frac{\pi}{2}$.
Also, $a_{n}=\frac{2}{\pi} \int_{0}^{\pi} x \cos n x d x=-\frac{2}{\pi n^{2}}(1-\cos n \pi)$.
Hence, making $n=1,2,3, \ldots$,

$$
x=\frac{\pi}{2}-\frac{4}{\pi}\left(\cos x+\frac{1}{3^{2}} \cos 3 x+\frac{1}{5^{2}} \cos 5 x+\ldots\right)
$$

In Fig. 124, I, II, III represent the graphs of the first three terms


Fig. 124. from $x=0$ to $x=\pi$, and $A B$ that of their sum. The limit of $A B$ for the infinite series is the straight line $O C$, or $y=x$.

The series holds from $x=0$ to $x=\pi$; for smaller or greater values of $x$ the series does not represent $x$. The value of each term of the series is unchanged when the sign of $x$ is changed, and is repeated whenever $x$ changes by the amount $2 \pi$. Hence the graph of the series consists of the lines of Fig. 125 continued indefinitely in both directions, or the equation of all these lines is

$$
y=\frac{\pi}{2}-\frac{4}{\pi}\left(\cos x+\frac{1}{3^{2}} \cos 3 x+\ldots\right)
$$



Fig. 125.

The axes may be transferred to any other position in the usual way. Thus to make the middle point of $O A$ the origin, the $x$-axis
being parallel to that of the figure, change $y$ into $y+\frac{1}{2} \pi$, and $x$ into $x+\frac{1}{2} \pi$. The result is

$$
y=\frac{4}{\pi}\left(\sin x-\frac{1}{3^{2}} \sin 3 x+\ldots\right)
$$

Since $m x=\frac{m \pi}{2}-\frac{4 m}{\pi}\left(\cos x+\frac{1}{3^{2}} \cos 3 x+\ldots\right)$, the terms on the right represent any line $y=m x$ through the origin, $x$ varying from 0 to $\pi$, and the equation of all lines like those of Fig. 125 making angles $\pm \tan ^{-1} m$ with the $x$-axis is

$$
y=\frac{m \pi}{2}-\frac{4 m}{\pi}\left(\cos x+\frac{1}{3^{2}} \cos 3 x+\ldots\right)
$$

2. Making $x=0$ in Ex 1 , show that $\frac{1}{1^{2}}+\frac{1}{3^{2}}+\frac{1}{5^{2}}+\ldots=\frac{\pi^{2}}{8}$, and hence that $\frac{1}{1^{2}}+\frac{1}{2^{2}}+\frac{1}{3^{2}}+\frac{1}{4^{2}}+\ldots=\frac{\pi^{2}}{6}$, and $\frac{1}{1^{2}}-\frac{1}{2^{2}}+\frac{1}{3^{2}}-\frac{1}{4^{2}}+\ldots=\frac{\pi^{2}}{12}$.
3. $x^{2}=\frac{\pi^{2}}{3}-4\left(\cos x-\frac{1}{2^{2}} \cos 2 x+\frac{1}{3^{2}} \cos 3 x-\ldots\right)$, for $[-\pi, \pi]$.*

In this, as in all other cases, the cosine series of an even function (see Ex. 12, p. 40) represents the function for negative values of $x$ as well as for positive values. The graph consists of a series of parabolas of breadth $2 \pi$ and height $\pi^{2}$ (Fig. 126).


Fig. 126.
4. $\sin x=\frac{2}{\pi}-\frac{4}{\pi}\left(\frac{\cos 2 x}{1.3}+\frac{\cos 4 x}{3.5}+\ldots\right)$, for $[0, \pi]$.
5. $\cosh x=\frac{\sinh \pi}{\pi}\left[1-2\left(\frac{\cos x}{1+1^{2}}-\frac{\cos 2 x}{1+2^{2}}+\ldots\right)\right]$, for $[-\pi, \pi]$, and hence

$$
\begin{aligned}
& \frac{1}{1+1^{2}}+\frac{1}{1+2^{2}}+\frac{1}{1+3^{2}}+\ldots=\frac{1}{2}(\pi \operatorname{coth} \pi-1) \\
& \frac{1}{1+1^{2}}-\frac{1}{1+2^{2}}+\frac{1}{1+3^{2}}-\ldots=\frac{1}{2}(1-\pi \operatorname{cosech} \pi) .
\end{aligned}
$$

214. The sine series. Each of the cosine expansions gives on differentiation a sine expansion of the form

$$
\begin{equation*}
f(x)=a_{1} \sin x+a_{2} \sin 2 x+\ldots+a_{n} \sin n x+\ldots \tag{1}
\end{equation*}
$$

The series may be obtained without reference to the cosine series as follows: Multiply (1) by $\sin n x d x$ and integrate between 0 and $\pi$. Then

$$
\int_{0}^{\pi} f(x) \sin n x d x=a_{n} \cdot \frac{1}{2} \pi, \therefore a_{n}=\frac{2}{\pi} \int_{0}^{\pi} f(x) \sin n x d x .
$$

Ex. 1. Let $f(x)=1$. Here $a_{n}=\frac{2}{n \pi}(1-\cos n \pi)$.
Hence

$$
1=\frac{4}{\pi}\left(\sin x+\frac{1}{3} \sin 3 x+\frac{1}{6} \sin 5 x+\ldots\right) .
$$

Fig. 127 represents the graphs of the first three terms and of their sum. The limit of the latter graph is $0^{\prime} C$, the line $y=1$. The limit of the sum of the series is 1 for all values of $x$ between 0 and $\pi$. Thus the limit of the $y$ of the graph of the series for $x \doteq 0$ or $\pi$ from inside the interval is 1 , but its value for $x=0$ or $\pi$ is 0 . The sertes

$$
\frac{4 h}{\pi}\left(\sin x+\frac{1}{3} \sin 3 x+\ldots\right)
$$

represents any constant $h$, the amplitudes of the sine curves being $4 h / \pi, 4 h / 3 \pi, \ldots$ The complete graph of the series con-


Fig. 127.


Fig. 128.
sists of the straight lines of Fig. 128 continued indefinitel both directions, and the equation of all these lines is

$$
y=\frac{4 h}{\pi}\left(\sin x+\frac{1}{3} \sin 3 x+\ldots\right)
$$

Although the series is convergent, the series formed by the derivatives of its terms is non-convergent, and therefore does not represent the slope of the graph (the derivative of the function) at any point.
2. $x=2\left(\sin x-\frac{1}{2} \sin 2 x+\frac{1}{3} \sin 3 x-\ldots\right)$.

This represents $x$ for $0<x<\pi$. Since the series changes sign with $x$, and the function is an odd one, the series represents the function for negative as well as positive values of $x$. Hence it holds for $-\pi<x<\pi$. The graph consists of a


Fig. 129. series of straight lines, as in Fig. 129.
3. $\cos x=\frac{4}{\pi}\left(\frac{2 \sin 2 x}{1.3}+\frac{4 \sin 4 x}{3.5}+\ldots\right)$, for $] 0, \pi[$.

Draw the graph.
4. $x^{2}=\frac{2}{\pi}\left[\left(\frac{\pi^{4}}{1}-\frac{4}{1^{3}}\right) \sin x+\left(\frac{\pi^{2}}{3}-\frac{4}{3^{3}}\right) \sin 3 x+\ldots\right.$

$$
\left.-\frac{\pi^{2}}{2} \sin 2 x-\frac{\pi^{2}}{4} \sin 4 x-\ldots\right], \text { for }[0, \pi[.
$$

5. From Ex. 4 show that $\frac{1}{1^{3}}-\frac{1}{3^{3}}+\frac{1}{5^{3}}-\ldots=\frac{\pi^{3}}{32}$.
6. Show that

$$
\begin{array}{ll}
\frac{\pi}{4}=\sin x+\frac{1}{3} \sin 3 x+\frac{1}{5} \sin 5 x+\ldots, & \text { for }] 0, \pi[ \\
\frac{\pi}{4}=\cos x-\frac{1}{3} \cos 3 x+\frac{1}{5} \cos 5 x-\ldots, & \text { for }]-\frac{\pi}{2}, \frac{\pi}{2}[
\end{array}
$$

215. The function represented by a Fourier series need not be a single function throughout the range $\pi$ of the value of $x$; the same series may represent one function for a part of the range and one or more other functions for the remainder of the range.

Let $\quad f_{1}(x)=A+a_{1} \cos x+a_{2} \cos 2 x+\ldots$
for $x=0$ to $x=\alpha$, and

$$
\begin{equation*}
f_{2}(x)=A+a_{1} \cos x+a_{2} \cos 2 x+\ldots \tag{2}
\end{equation*}
$$

(the same series) for $x=\alpha$ to $x=\pi$. Multiply (1) by $d x$ and integrate between 0 and $\alpha$, also multiply (2) by $d x$ and integrate between $\alpha$ and $\pi$, and add the results. Then each term of the series is, on the whole, integrated between 0 and $\pi$. Hence

$$
\begin{aligned}
& \int_{0}^{\alpha} f_{1}(x) d x+\int_{\alpha}^{\pi} f_{2}(x) d x=A \pi, \\
\therefore & A=\frac{1}{\pi}\left[\int_{0}^{\alpha} f_{1}(x) d x+\int_{\alpha}^{\pi} f_{2}(x) d x\right] .
\end{aligned}
$$

Similarly, $a_{n}=\frac{2}{\pi}\left[\int_{0}^{\alpha} f_{1}(x) \cos n x d x+\int_{\alpha}^{\pi} f_{2}(x) \cos n x d x\right]$
for the cosine series, and

$$
a_{n}=\frac{2}{\pi}\left[\int_{0}^{\alpha} f_{1}(x) \sin n x d x+\int_{\alpha}^{\pi} f_{2}(x) \sin n x d x\right]
$$

for the sine series.
The series may not hold at the point or points where the change of function occurs.

It may be noticed that $A$ in the cosine series is always equal to the mean height of the graph from $x=0$ to $x=\pi$.


Fig. 130.*
Ex. 1. To find a cosine series which $=1$ for $0<x<\frac{1}{2} \pi$, and $=0$ for $\frac{1}{2} \pi<x<\pi$.

$$
A=\frac{1}{2}, \quad \text { and } \quad a_{n}=\frac{2}{\pi} \int_{0}^{\frac{\pi}{2}} \cos n x d x=\frac{2}{n \pi} \sin \frac{n \pi}{2}
$$

Hence the series is

$$
\frac{1}{2}+\frac{2}{\pi}\left(\cos x-\frac{1}{3} \cos 3 x+\frac{1}{5} \cos 5 x-\ldots\right)
$$

* The electrician's make-and-break curve.

It is true when $x=0$ and $x=\pi$, but $=\frac{1}{2}$ when $x=\frac{1}{2} \pi$.
2. Find a sine series for the same.

$$
\text { Ans. } \begin{gathered}
\frac{2}{\pi}\left(\frac{\sin x}{1}+\frac{2 \sin 2 x}{2}+\frac{\sin 3 x}{3}+\frac{\sin 5 x}{5}+\frac{2 \sin 6 x}{6}+\frac{\sin 7 x}{7}+\ldots\right) \\
={ }_{2}^{1}+\frac{2}{\pi}\left(\sin 2 x+\frac{1}{3} \sin 6 x+\frac{1}{5} \sin 10 x+\ldots\right) .
\end{gathered}
$$

(See § 214, Ex. 6.)
216. The cosine and sine series. For values of $x$ between $-\pi$ and $\pi$,

$$
\begin{aligned}
f(x)=A+a_{1} \cos x+\ldots+a_{n} \cos n x+\ldots & +b_{1} \sin x+\ldots \\
& +b_{n} \sin n x+\ldots
\end{aligned}
$$

It is easily shown, as in $\S 213$, that the constants may be determined as follows:

$$
\begin{gathered}
A=\frac{1}{2 \pi} \int_{-\pi}^{\pi} f(x) d x, \quad a_{n}=\frac{1}{\pi} \int_{-\pi}^{\pi} f(x) \cos n x d x, \\
b_{n}=\frac{1}{\pi} \int_{-\pi}^{\pi} f(x) \sin n x d x .
\end{gathered}
$$

Ex. $e^{x}=\frac{2 \sinh \pi}{\pi}\left(\frac{1}{2}+\ldots+\frac{\cos n \pi}{n^{2}+1} \cos n x+\ldots\right.$

$$
\left.-\frac{n \cos n \pi}{n^{2}+1} \sin n x-\ldots\right)
$$

217. By the following method a cosine series which will hold for values of $x$ from 0 to any number $c$ (instead of $\pi$ ) may be obtained. If $x=c z / \pi, x=0$ when $z=0$, and $x=c$ when $z=\pi$. Hence, in $f(x)$ change $x$ into $c z / \pi$, develop in terms of $z$, and change $z$ into $\pi x / c$. Similarly to obtain a sine series for values of $x$ between 0 and $c$, or a cosine and sine series for values of $x$ between $-c$ and $c$. In all cases the constant term is equal to the mean height of the graph (or the mean value of the function) for the interval in ques-
tion. In this way the series already obtained may be adapted to the intervals stated below.

$$
\begin{aligned}
\text { Ex. 1. } x & =\frac{c}{2}-\frac{4 c}{\pi^{2}}\left(\cos \frac{\pi x}{c}+\frac{1}{3^{2}} \cos \frac{3 \pi x}{c}+\ldots\right), & {[0, c] . } \\
\text { 2. } x^{2} & =\frac{c^{2}}{3}-\frac{4 c^{2}}{\pi^{2}}\left(\cos \frac{\pi x}{c}-\frac{1}{2^{2}} \cos \frac{2 \pi x}{c}+\ldots\right), & {[-c, c] . } \\
\text { 3. } h & =\frac{4 h}{\pi}\left(\sin \frac{\pi x}{c}+\frac{1}{3} \sin \frac{3 \pi x}{c}+\ldots\right), & ] 0, c[. \\
\text { 4. } x & =\frac{2 c}{\pi}\left(\sin \frac{\pi x}{c}-\frac{1}{2} \sin \frac{2 \pi x}{c}+\ldots\right), & ]-c, c[. \\
\text { 5. } \frac{\pi}{4} & =\sin \frac{\pi x}{c}+\frac{1}{3} \sin \frac{3 \pi x}{c}+\ldots, & ] 0, c[.
\end{aligned}
$$

218. If a function of $x$ is developed into a series for the interval $-c$ to $c$, and if the values of the function are repeated periodically for every interval $2 c$ of $x$, the series will continue to represent those values as $x$ increases or decreases. In other words, the periodic function of period $2 c$ is developed into a series consisting of a constant term and harmonic functions of periods $2 c, 2 c / 2,2 c / 3$, etc. Fourier's Theorem is to the effect that this development is always possible, the complete series being of the form

$$
A+a_{1} \cos \frac{\pi x}{c}+a_{2} \cos \frac{2 \pi x}{c}+\ldots+b_{1} \sin \frac{\pi x}{c}+b_{2} \sin \frac{2 \pi x}{c}+\ldots
$$

which is equivalent to

$$
A+A_{1} \sin \left(\frac{\pi x}{c}+\alpha_{1}\right)+A_{2} \sin \left(\frac{2 \pi x}{c}+\alpha_{2}\right)+\ldots,
$$

where $A_{n}=\sqrt{a_{n}^{2}+b_{n}^{2}}$ and $\alpha_{n}=\tan ^{-1}\left(a_{n} / b_{n}\right)$.
As already stated, the function may consist of distinct functions for parts of the interval.

## Examples.

Develop the functions represented by the following figures:


A


B


C

1. Fig. A.

Ans. $\frac{h}{2}-\frac{4 h}{\pi^{2}}\left(\cos \frac{\pi x}{c}+\frac{1}{3^{2}} \cos \frac{3 \pi x}{c}+\ldots\right)$.
2. Fig. B.
$\frac{8 h}{\pi^{2}}\left(\sin \frac{\pi x}{c}-\frac{1}{3^{2}} \sin \frac{3 \pi x}{c}+\ldots\right)$.
3. Fig. C.

$$
\frac{2 h}{\pi}\left(\sin \frac{\pi x}{c}-\frac{1}{2} \sin \frac{2 \pi x}{c}+\ldots\right)
$$


4. Fig. D.

$\frac{h}{2}-\frac{h}{\pi}\left(\sin \frac{\pi x}{c}+\frac{1}{2} \sin \frac{2 \pi x}{c}+\ldots\right)$.
$\frac{h}{2}+\frac{h}{\pi}\left(\sin \frac{\pi x}{c}+\frac{1}{2} \sin \frac{2 \pi x}{c}+\ldots\right)$. $\frac{4 h}{\pi}\left(\sin \frac{\pi x}{c}+\frac{1}{3} \sin \frac{3 \pi x}{c}+\ldots\right)$.

7. Fig. G.

$$
\begin{aligned}
& \frac{h}{2}+\frac{2 h}{\pi}\left(\sin \frac{\pi x}{c}+\frac{1}{3} \sin \frac{3 \pi x}{c}+\ldots\right) \\
& \frac{h}{4}-\frac{2 h}{\pi^{2}}\left(\cos \frac{\pi x}{c}+\frac{1}{3^{2}} \cos \frac{3 \pi x}{c}+\ldots\right) \\
& +\frac{h}{\pi}\left(\sin \frac{\pi x}{c}-\frac{1}{2} \sin \frac{2 \pi x}{c}+\ldots\right)
\end{aligned}
$$

9. Fig. J. (Parabolas. Latus rectum $=2 c$ ).

$$
\frac{c}{3}-\frac{2 c}{\pi^{2}}\left(\cos \frac{\pi x}{c}+\frac{1}{2^{2}} \cos \frac{2 \pi x}{c}+\ldots\right)
$$

10. The displacements of a slide-valve actuated by a Gooch link were measured at eight intervals each of $45^{\circ}$, and found to be as follows, beginning with the crank on the inner dead-centre:

$$
2 \cdot 44, \quad 1 \cdot 65, \quad 0, \quad-1 \cdot 37, \quad-1 \cdot 87, \quad-1 \cdot 37, \quad 0, \quad 1 \cdot 65
$$

Assuming that the motion of the valve is compounded of two simple harmonic motions, one of double the frequency of the other, as represented by the equation

$$
y=k+a \sin (\theta+\alpha)+b \sin (2 \theta+\beta),
$$

where $\theta$ is the crank angle, find the values of $k, a, \alpha, b, \beta$. (Castle, Manual of Practical Mathematics.)

There are various graphical or other practical methods by which the coefficients of a small number of terms of a Fourier series may be found, but in this example an algebraical solution will suffice. Assume

$$
y=k+a_{1} \sin \theta+b_{1} \cos \theta+a_{2} \sin 2 \theta+b_{2} \cos 2 \theta
$$

substitute the given values of $y$ for $\theta=0,45^{\circ}, 90^{\circ}$, etc., and solve the equations.
or

$$
\text { Ans. } \begin{aligned}
y & =\cdot 14+2 \cdot 16 \cos \theta+\cdot 14 \cos 2 \theta, \\
& =\cdot 14-2 \cdot 16 \sin \left(\theta+90^{\circ}\right)+\cdot 14 \sin \left(2 \theta+90^{\circ}\right) .
\end{aligned}
$$

## CHAPTER XLI.

## APPROXIMATE INTEGRATION. ELLIPTIC INTEGRALS.

219. Approximate integration. If the general value of $\int f(x) d x$ cannot be obtained it may be possible to find a sufficiently close approximation to the desired result.
(1) If $f(x)$ can be developed into a rapidly converging series, the integration of a few terms will give an approximate value of the integral.
(2) The curve $y=f(x)$ may be plotted when $f(x)$ is given. Its area obtained by Simpson's Rule (§131) or by the planimeter (Appendix, Note D) will give an approximate value of $\int f(x) d x$ between assigned values of $x$.
(3) $\int y^{2} d x$ and $\int y^{3} d x$ as well as $\int y d x$ for a curve which has been drawn mechanically or otherwise can be obtained mechanically. The result, although theoretically exact, is affected by observation and instrumental error. On Mechanical Integration see Appendix, Note D.

## Elliptic Integrals.

220. 

$$
\int \frac{d \theta}{\sqrt{1-m^{2} \sin ^{2} \theta}}, \quad \int \sqrt{1-m^{2} \sin ^{2} \theta} d \theta
$$

and

$$
\int \frac{d \theta}{\left(1+a \sin ^{2} \theta\right) \sqrt{1-m^{2} \sin ^{2} \theta}}
$$

are called elliptic integrals of the first, second, and third class respectively. The constant $m$, which is assumed to be not greater than unity, is called the modulus of the integrals. The lower limit is understood to be 0 in each case, and, the angle varying from 0 to $\theta, \theta$ is called the amplitude of the integral. The integrals are represented by the symbols $F(m, \theta), E(m, \theta)$, and $\Pi(a, m, \theta)$, respectively; or by $F_{m}(\theta)$, etc. When the limits are 0 and $\frac{1}{2} \pi$ (i.e., when the amplitude is $\frac{1}{2} \pi$ ) the integrals are said to be complete.

If $\sin \theta=x$, the integrals become

$$
\int \frac{d x}{\sqrt{\left(1-x^{2}\right)\left(1-m^{2} x^{2}\right)}}, \quad \int \sqrt{\frac{1-m^{2} x^{2}}{1-x^{2}}} d x
$$

and

$$
\int \frac{d x}{\left(1+a x^{2}\right) \sqrt{\left(1-x^{2}\right)\left(1-m^{2} x^{2}\right)}}
$$

and they are complete when the limits are 0 and 1.
22 I. The values of the elliptic integrals cannot be expressed in finite terms, but may be approximated to by infinite series.

Thus by the Binomial Theorem

$$
\begin{gathered}
\frac{d \theta}{\sqrt{1-m^{2} \sin ^{2} \theta}}=\left(1-m^{2} \sin ^{2} \theta\right)^{-\frac{1}{2}} d \theta \\
=\left(1+\frac{1}{2} m^{2} \sin ^{2} \theta+\frac{1.3}{2 \cdot 4} m^{4} \sin ^{4} \theta+\frac{1 \cdot 3 \cdot 5}{2 \cdot 4 \cdot 6} m^{6} \sin ^{6} \theta+\ldots\right) d \theta
\end{gathered}
$$

and each term may be integrated by § 113 (see Ex. 12 below).
Taking the limits as 0 and $\frac{1}{2} \pi$ we have ( $\S 120$ ) for the complete elliptic integral of the first class

$$
F\left(m, \frac{1}{2} \pi\right)=\frac{\pi}{2}\left[1+\left(\frac{1}{2} m\right)^{2}+\left(\frac{1.3}{2.4} m^{2}\right)^{2}+\left(\frac{1.3 .5}{2.4 .6} m^{3}\right)^{2}+\ldots\right]
$$

Similarly for the integral of the second class we have

$$
\begin{gathered}
\sqrt{1-m^{2} \sin ^{2} \theta} d \theta=\left(1-m^{2} \sin ^{2} \theta\right)^{\frac{1}{2}} d \theta \\
=\left(1-\frac{1}{2} m^{2} \sin ^{2} \theta-\frac{1}{2.4} n^{4} \sin ^{4} \theta-\frac{1.3}{2.4 .6} m^{6} \sin ^{6} \theta-\ldots\right) d \theta,
\end{gathered}
$$

and

$$
\frac{\pi}{2}\left[1-\left(\frac{1}{2} m\right)^{2}-\frac{1}{3}\left(\frac{1.3}{2.4} m^{2}\right)^{2}-\frac{1}{5}\left(\frac{1.3 .5}{2.4 .6} m^{3}\right)^{2}-\ldots\right]
$$

for the complete integral of the second class, $E\left(m, \frac{1}{2} \pi\right)$.
Three-figure tables of the integrals for certain values of the modulus and amplitude are given at the end of this volume.

It may be noticed that

$$
E(0, \theta)=F(0, \theta)=\theta \text { (in radians); }
$$

also,

$$
\begin{aligned}
& E(1, \theta)=\int \cos \theta d \theta=\sin \theta \\
& F(1, \theta)=\int \frac{d \theta}{\cos \theta}=\log \tan \left(\frac{\pi}{4}+\frac{\theta}{2}\right)=\lambda(\theta)
\end{aligned}
$$

222. From the above expansions and the integral (§ 113) of $\sin ^{n} \theta d \theta$ it may be shown that

$$
\begin{aligned}
& E(m, n \pi \pm \theta)=2 n E \pm E(m, \theta), \\
& F(m, n \pi \pm \theta)=2 n K \pm F(m, \theta),
\end{aligned}
$$

$E$ and $K$ being the values of the integrals for the amplitude $\frac{1}{2} \pi$, and $n$ being any integer. Hence a table of the elliptic integrals in which the amplitude varies from 0 to $\frac{1}{2} \pi$ may be used for all higher values of the amplitude.

## Examples.

1. To find the length of an arc of the ellipse $\frac{x^{2}}{a^{2}}+\frac{y^{3}}{b^{2}}=1$.

The complement of the eccentric angle being denoted by $\theta$ we have $x=a \sin \theta$, and $y=b \cos \theta$.

$$
\therefore d x=a \cos \theta d \theta, \quad d y=-b \sin \theta d \theta
$$

whence

$$
\begin{aligned}
d s^{2} & =d x^{2}+d y^{2}=\left(a^{2} \cos ^{2} \theta+b^{2} \sin ^{2} \theta\right) d \theta^{2} \\
& =\left[a^{2}-\left(a^{2}-b^{2}\right) \sin ^{2} \theta\right] d \theta^{2}=a^{2}\left(1-m^{2} \sin ^{2} \theta\right) d \theta^{2},
\end{aligned}
$$

where $m$ is the eccentricity of the ellipse. Hence the length of the elliptic arc measured from the end of the minor axis is

$$
a \int_{0}^{\theta_{1}} \sqrt{1-m^{2} \sin ^{2} \theta} d \theta=a E\left(m, \theta_{1}\right)
$$

an elliptic integral of the second class. The length of the quadrant of the ellipse $=a E\left(m, \frac{1}{2} \pi\right)$.
2. Find the circumference of the ellipse $x^{2}+2 y^{2}=2$.

Ans. 7•64.
3. Of the ellipse $3 x^{2}+4 y^{2}=12$ find (1) the length of the arc from $x=0$ to $x=1$, (2) the length of the quadrant, (3) the middle point of the quadrant. Ans. $1^{\circ} 036,2 \cdot 934,\left(1^{\circ} 36,1^{\circ} 27\right)$.
4. An arc of the lemniscate $r^{2}=a^{2} \cos 2 \theta$.

From $d s^{2}=r^{2} d \theta^{2}+d r^{2}$ we have

$$
s=\int_{0}^{\theta_{1}} \frac{d \theta}{\sqrt{1-2 \sin ^{2} \theta}}
$$

Let $2 \sin ^{2} \theta=\sin ^{2} \phi$. Then

$$
s=\frac{a}{\sqrt{2}} \int_{0}^{\phi_{1}} \frac{d \phi}{\sqrt{1-\frac{1}{2} \sin ^{2} \phi}}=\frac{a}{\sqrt{2}} F\left(\frac{1}{\sqrt{2}}, \phi_{1}\right)
$$

an elliptic integral of the first class. The length of a quadrant of the lemniscate is therefore

$$
\frac{a}{\sqrt{2}} F\left(\frac{1}{\sqrt{2}}, \frac{1}{2} \pi\right)=1 \cdot 311 a
$$

If $\theta=30^{\circ}$, show that $s=\cdot 584 a$.
5. $\int_{0}^{c} \frac{d x}{\sqrt{\left(a^{2}-x^{2}\right)\left(b^{2}-x^{2}\right)}}=\frac{1}{a} F\left(\frac{b^{\prime}}{a}, \sin ^{-1} \frac{c}{b}\right) . \quad$ Let $x=b \sin \theta$.
6. $\int_{0}^{c} \frac{d x}{\sqrt{\left(a^{2}+x^{2}\right)\left(b^{2}+x^{2}\right)}}=\frac{1}{a} F\left(\frac{\sqrt{a^{2}-b^{2}}}{a}, \tan ^{-1} \frac{c}{b}\right)$.
7. $\int_{c}^{b} \frac{d x}{\sqrt{\left(a^{2}+x^{2}\right)\left(b^{2}-x^{\bullet}\right)}}=\frac{1}{\sqrt{a^{2}+b^{2}}} F\left(\frac{b}{\sqrt{a^{2}+b_{1}^{2}}}, \cos ^{-1} \frac{c}{b}\right)$.
8. $\int^{c} \frac{d x}{\sqrt{x(1-x)\left({ }_{2}^{\left.1-m^{2} x\right)}\right.}}=2 F\left(m, \sin ^{-1} \sqrt{c}\right)$.

9 A simple pendulum of length $l$ oscillates through an angle $\beta$ on each side of the vertical. To find the time of an oscillation.

When the pendulum makes an angle $\phi$ with the vertical, the acceleration $-g \sin \phi$ in the direction of the motion $=d^{2} s / d t^{2}=$ $l d^{2} \phi / d t^{\circ}$.

$$
\therefore \frac{d^{2} \phi}{d t^{2}}=-\frac{g}{l} \sin \phi
$$

Multiply by $2 d \phi$ and integrate. Then

$$
\left(\frac{d \phi}{d t}\right)=\frac{2 g}{l}(\cos \phi-\cos \beta)=\frac{4 g}{l}\left(\sin ^{2} \frac{1}{2} \beta-\sin ^{2} \frac{1}{2} \phi\right) .
$$

Hence solving for $d t$ and integrating,

$$
\begin{equation*}
\frac{1}{2} \sqrt{\frac{l}{g}} \int_{0}^{\beta} \frac{d \phi}{\sqrt{\sin ^{2} \frac{1}{2} \beta-\sin ^{2} \frac{1}{2} \phi}} \tag{1}
\end{equation*}
$$

is the time of a half oscillation. Let $\sin \frac{1}{2} \phi=\sin \frac{1}{2} \beta \sin \theta$. Then (1) becomes

$$
\sqrt{\frac{l}{g}} \int_{0}^{\frac{1}{2} \pi} \frac{d \theta}{\sqrt{1-\sin ^{2} \frac{1}{2} \beta \sin ^{2} \theta}}=\sqrt{\frac{l}{g}} F\left(\sin \frac{1}{2} \beta, \frac{1}{2} \pi\right)
$$

Hence the time of an oscillation is

$$
2 \sqrt{\frac{l}{g}} F\left(\sin \frac{1}{2} \beta, \frac{1}{2} \pi\right)
$$

10. Find the time of oscillation of a pendulum when $\alpha=60^{\circ}$. Ans. $3.372 \sqrt{l / g}$.
Find the time through the lower half of the motion.

$$
\text { Ans. } 2 \sqrt{\frac{l}{g}} F\left(\sin 30^{\circ}, \sin ^{-} \frac{\sin 15^{\circ}}{\sin 30^{\circ}}\right)=1 \cdot 102 \sqrt{l / g}
$$

11. If the arc's is small compared with the length $l$, show that the time of oscillation of a simple pendulum is approximately

$$
\pi \sqrt{\frac{l}{g}}\left(1+\frac{1}{64} \frac{s^{2}}{l^{2}}\right)
$$

12. Show that

$$
\begin{aligned}
& F(m, \theta)=\theta+\frac{1}{4} m^{2}(\theta-\sin \theta \cos \theta) \\
& \quad+\frac{3}{64} m^{4}\left(3 \theta-3 \sin \theta \cos \theta-2 \sin ^{3} \theta \cos \theta\right)+\ldots, \\
& E(m, \theta)=\theta-\frac{1}{4} m^{2}(\theta-\sin \theta \cos \theta) \\
& \quad-\frac{1}{64} m^{4}\left(3 \theta-3 \sin \theta \cos \theta-2 \sin ^{3} \theta \cos \theta\right)-\ldots
\end{aligned}
$$

## CHAPTER XLII.

## SINGULAR FORMS.

223. We have already seen that for a certain value of the variable a function may assume the form $0 / 0$. The form is said to be singular; it is also called an indeterminate form.

There are other singular or indeterminate forms, such as $\infty / \infty, 0 . \infty, \infty-\infty, 0^{0}, \infty^{0}, 1^{\infty}$.

A function in a singular form has no value. Our object is to find the limit of the value of the function as the variable approaches the critical value in question.
224. The form $0 / 0$. The fraction $(x-1) /\left(x^{3}-1\right)$ takes the form $0 / 0$ when $x=1$. But

$$
\frac{x-1}{x^{3}-1}=\frac{x-1}{(x-1)\left(x^{2}+x+1\right)}=\frac{1}{x^{2}+x+1}
$$

provided that $x-1 \neq 0$. The last fraction $\doteq \frac{1}{3}$ when $x \doteq 1$, hence the given fraction $\doteq \frac{1}{3}$ when $x \doteq 1$.

Method of the Calculus. Let the fraction be $f(x) / F(x)$, and suppose $a$ to be the value of $x$ which causes the fraction to take the form $0 / 0$, or that $f(a)=0$ and $F(a)=0$; also that $x=a+h$, where $h$ is a small quantity which is to $\doteq 0$. Then, assuming the functions to be such that the expansion of Taylor's Theorem applies,

$$
\frac{f(a+h)}{F(a+h)}=\frac{f(a)+f^{\prime}(a) h+\frac{f^{\prime \prime}(a)}{1.2} h^{2}+\ldots}{F(a)+F^{\prime}(a) h+\frac{F^{\prime \prime}(a)}{1.2} h^{2}+\ldots}=\frac{f^{\prime}(a)+\frac{f^{\prime \prime}(a)}{1.2} h+\ldots}{F^{\prime}(a)+\frac{F^{\prime \prime}(a)}{1.2} h+\ldots}
$$

Hence when $h \doteq 0$, i.e., when $x \doteq a$, the given fraction $\doteq f^{\prime}(a) / F^{\prime}(a)$, or

$$
£ \frac{f(x)}{F(x)}=\frac{f^{\prime}(a)}{F^{\prime}(a)}
$$

If $f^{\prime}(a)$ and $F^{\prime}(a)$ are also 0 , it may be shown in the same way that $£ \frac{f(x)}{F(x)}=\frac{f^{\prime \prime}(a)}{F^{\prime \prime}(a)}$, and so on.

Ex. 1. If $\frac{f(x)}{F(x)}=\frac{x-1}{x^{3}-1}, \quad \frac{f^{\prime}(x)}{F^{\prime}(x)}=\frac{1}{3 x^{2}}=\frac{1}{3}$ when $x=1$.

$$
\therefore £_{\frac{x-1}{x^{3}-1}}=\frac{1}{3} \text { when } x \doteq 1
$$

The work may be conveniently expressed thus: When $x \doteq 1$,

$$
\left.£_{\frac{x-1}{x^{3}-1}}=-\frac{1}{3 x^{2}}\right]_{1}=\frac{1}{3} .
$$

2. If $\left.x \doteq 0, £^{e^{x}-e^{-x}} \frac{e^{x}+e^{-x}}{\sin x}=\frac{2}{\cos x}\right]_{0}=\frac{2}{1}=$
3. $\frac{f(x)}{F(x)}=\frac{e^{x}-1-\log (1+x)}{x^{2}}=\frac{0}{0}$ when $x=0$.

$$
\begin{aligned}
& \frac{f^{\prime}(x)}{F^{\prime}(x)}=\frac{e^{x}-\frac{1}{1+x}}{2 x}=\frac{0}{0} \text { when } x=0 . \\
& \frac{f^{\prime \prime}(x)}{F^{\prime \prime}(x)}=\frac{e^{x}+\frac{1}{(1+x)^{2}}}{2}=1 \text { when } x=0 . \\
\therefore & f^{e^{x}-1-\log (1+x)} \\
x^{2} & =1 \text { when } x \doteq 0 .
\end{aligned}
$$

225. The form $\infty / \infty$. Let $f(x) / F(x)=\infty / \infty$, first when $x=\infty$. Let the graphs of $f(x)$ and $F(x)$ be $P Q$ and $P^{\prime} Q^{\prime}$, Fig. 131, and let $O M=x$. Let the limits of the tangents at
$P$ and $P^{\prime}$ be the asymptotes $A S$ and $A^{\prime} S^{\prime}$ when $x=\infty$, and let $A^{\prime} A=c$. Then $M P=f(x), M P^{\prime}=F(x), \tan M T P=f^{\prime}(x)$,


Fig. 131.
$\tan M T^{\prime} P^{\prime}=F^{\prime}(x)$. Hence

$$
\frac{f(x)}{F(x)}=\frac{T M f^{\prime}(x)}{T^{\prime} M F^{\prime}(x)}
$$

But

$$
£ \frac{T M}{T^{\prime \prime} M}=£ \frac{A M}{A^{\prime} M}=£\left(1-\frac{c}{A^{\prime} M}\right)=1
$$

when $A^{\prime} M=\infty$. Hence

$$
\begin{equation*}
£ \frac{f(x)}{F^{\prime}(x)}=£ \frac{f^{\prime}(x)}{F^{\prime}(x)} \tag{1}
\end{equation*}
$$

Secondly, let $f(x) / F(x)=\infty / \infty$ when $x \doteq a$. For $x$ substitute $a+1 / z$. Then $z=\infty$ when $x \doteq a$. But by (1), if $z=\infty$,

$$
£ \frac{f\left(a+\frac{1}{z}\right)}{F\left(a+\frac{1}{z}\right)}=£ \frac{f^{\prime}\left(a+\frac{1}{z}\right)\left(-\frac{1}{z^{2}}\right)}{F^{\prime}\left(a+\frac{1}{z}\right)\left(-\frac{1}{z^{2}}\right)}=£ \frac{f^{\prime}\left(a+\frac{1}{z}\right)}{F\left(a+\frac{1}{z}\right)}
$$

or

$$
£ \frac{f(x)}{F(x)}=£ \frac{f^{\prime}(x)}{F^{\prime}(x)}
$$

Hence the result (1) holds in this case also. Thus when a fraction has the form $\infty / \infty$ the limit of its value is found from the same differentiations as when it has the form $0 / 0$.
$\quad \frac{f(x)}{F(x)}=\frac{\log \cos \frac{\pi x}{2}}{\log (1-x)}=\frac{\infty}{\infty}$ when $x \doteq 1$.
$\frac{f^{\prime}(x)}{F^{\prime}(x)}=\frac{-\frac{\pi}{2} \tan \frac{\pi x}{2}}{-\frac{1}{1-x}}=\frac{\pi}{2} \cdot \frac{1-x}{\cot \frac{\pi x}{2}}=\frac{0}{0}$ when $x=1$.
But (8 224) $\frac{\pi}{2} £ \frac{1-x}{\cot \frac{\pi x}{2}}=\left.\frac{\pi}{2} \cdot \frac{-1}{-\frac{\pi}{2} \operatorname{cosec}^{2} \frac{\pi x}{2}-1}\right|_{1}=1$.
Hence the given fraction $\doteq 1$ when $x \doteq 1$.
226. The forms $0 . \infty, \infty-\infty$. A function which assumes the form $0 . \infty$, or $\infty-\infty$ may, by an algebraical or other change, be made to take the form $0 / 0$ or $\infty / \infty$.

Ex. 1. $x\left(1-e^{-\frac{a}{x}}\right)$ tends to $\infty .0$ when $x=\infty$. The limit is most easily found by using the exponential series.

For

$$
\begin{aligned}
x\left(1-e^{-\frac{a}{x}}\right) & =x\left[1-\left(1-\frac{a}{x}+\frac{a^{2}}{2 x^{2}}-\ldots\right)\right] \\
& =a-\frac{a^{2}}{2 x}+\ldots \doteq a \text { when } x=\infty
\end{aligned}
$$

2. $(1-x) \tan \frac{\pi x}{2}$ tends to the form $0 . \infty$ when $x \doteq 1$.

But it $=\frac{1-x}{\cot \frac{\pi x}{2}}$, which $=\frac{0}{0}$ when $x=1$.
$\therefore$ (§ 224) we have $\frac{-1}{-\frac{\pi}{2} \operatorname{cosec}^{2} \frac{\pi x}{2}}=\frac{2}{\pi}$ when $x=1$.

$$
\therefore £(1-x) \tan \frac{\pi x}{2}=\frac{2}{\pi} \text { when } x \doteq 1 \text {. }
$$

3. $\frac{x}{x-1}-\frac{1}{\log x}=\infty-\infty$ when $x \doteq 1$.

But $\frac{x}{x-1}-\frac{1}{\log x}=\frac{x \log x-x+1}{(x-1) \log x}=\frac{0}{0}$ when $x=1$,
whence $(\S 224) \frac{\log x}{1-\frac{1}{x}+\log x}$, which $=\frac{0}{0}$ when $x=1$.
A second differentiation gives $\frac{\frac{1}{x}}{\frac{1}{x^{2}}+\frac{1}{x}}$, which $=\frac{1}{2}$ when $x=1$.
$\therefore \frac{1}{2}$ is the limit of $\frac{x}{x-1}-\frac{1}{\log x}$ when $x \doteq 1$.
227. The forms $0^{0}, \infty^{0}, I^{\infty}$. Functions which assume these forms may be made to assume the form $0 . \infty$ and therefore $0 / 0$ or $\infty / \infty$ by first taking logarithms.

Ex. 1. $f(x)=x^{\frac{a}{\log \sin x}}$ tends to the form $0^{0}$ when $x \doteq 0$.
But $\log f(x)=\frac{a}{\log \sin x} \cdot \log x=a \frac{\log x}{\log \sin x}=\frac{\infty}{\infty}$ when $x \dot{\circ} 0$.
Differentiating (8225), $a \frac{\frac{1}{x}}{\frac{\cos x}{\sin x}}=a \frac{\tan x}{x} \doteq a$ when $x \dot{\circ} 0$.
$\therefore £ \log f(x)=a$. But * $£ \log f(x)=\log £ f(x), \therefore £ f(x)=e^{a}$.
2. $f(x)=x^{\frac{1}{1-x}}$ tends to the form $1^{\infty}$ when $x \doteq 1$.

[^34]But $\quad \log f(x)=\frac{1}{1-x} \log x=\frac{\log x}{1-x}=\frac{0}{0}$ when $x=1$.
$\therefore £ \log f(x)=\left.\frac{\frac{1}{x}}{-1}\right|_{1}=-1, \quad \therefore x^{\frac{1}{1-x}} \doteq \frac{1}{e}$ when $x=1$.

## Examples.

1. When $x \doteq 0$ show that
(1) $\frac{\sin x}{x} \doteq 1$,
(2) $\frac{\tan x}{x} \doteq 1$,
(3) $\frac{e^{x}-e^{-x}}{\log (1+x)} \doteq 2$,
(4) $\frac{\cos x-\cos m x}{\cos x-\cos n x} \doteq \frac{1-m^{2}}{1-n^{2}}$,
(5) $\frac{\log \sec x}{x^{2}} \doteq \frac{1}{2}$,
(6) $\frac{\log \sin 2 x}{\log \sin x}=1$,
(7) $x^{n} \log x \doteq 0$,
(8) $x^{\frac{a+x}{\log x}} \doteq e^{a}$,
(9) $x^{x} \dot{=} 1$.
2. $\frac{x^{3}-3 x+2}{x^{3}+4 x^{2}-5} \doteq 0$ when $x \doteq 1$.
3. If $x=\infty$,
(1) $\frac{e^{x}}{x}=\infty$, (2) $2^{x} \sin \frac{a}{2^{x}} \doteq a$.
4. If $x \doteq \frac{\pi}{2}$,
(1) $(\sin x)^{\sec ^{2} x} \doteq \frac{1}{\sqrt{e}}$,
(2) $\sec x\left(\frac{\pi}{2}-x \sin x\right) \doteq 1$.
5. $(\sin x)^{\tan x} \doteq 1$ when $x \doteq 0$ or $\frac{\pi}{2}$.
6. $\left(1+\frac{a}{x}\right)^{x} \doteq e^{a}$ when $x=\infty$, and $\doteq 1$ when $x \doteq 0$.
7. $\frac{\sec x}{\sec 3 x}=\frac{\cos 3 x}{\cos x} \doteq-3$ when $x \doteq \frac{\pi}{2}$.
8. $\frac{\tan x}{\tan 3 x}=\frac{\cos 3 x}{\cos x} \cdot \frac{\sin x}{\sin 3 x} \doteq(-3)(-1) \doteq 3$ when $x \doteq \frac{\pi}{2}$.
9. $\frac{\left(e^{x}-1\right) \tan ^{2} x}{x^{3}}=\left(\frac{e^{x}-1}{x}\right)\left(\frac{\tan x}{x}\right)^{2} \doteq 1$ when $x \doteq 0$.

## CHAPTER XLIII.

SUCCESSIVE DIFFERENTIALS OF FUNCTIONS OF MORE THAN ONE VARIABLE. EXTENSION OF TAYLOR'S THEOREM. MAXIMA AND MINIMA FROM TAYLOR'S THEOREM.

## Successive Partial Differentials.

228. Suppose $u$ to be $a x^{3}-x y^{2}+y$. We have as in $\S 45$, supposing $x$ alone to vary,

$$
\begin{aligned}
& d_{x} u=\left(3 a x^{2}-y^{2}\right) d x, d_{x}{ }^{2} u=6 a x d x^{2}, d_{x}^{3} u=6 a d x^{3}, d_{x}^{4} u=0 \\
& d_{y} u=(-2 x y+1) d y, d_{y}{ }^{2} u=-2 x d y^{2}, d_{y}{ }^{3} u=0
\end{aligned}
$$

Again, $d_{x} u$ or $\left(3 a x^{2}-y^{2}\right) d x$ contains $y$ as well as $x$, and we may obtain its differential on the supposition that $y$ alone varies. We then have

$$
d_{y} d_{x} u=-2 y d y d x, d_{y}{ }^{2} d_{x} u=-2 d y^{2} d x, d_{y}{ }^{3} d_{x} u=0
$$

Similarly, $d_{x} d_{y} u=-2 y d x d y, d_{x} d_{y}{ }^{2} u=-2 d x d y^{2}, d_{x} d_{y}{ }^{3} u=0$. 229. In comparing these results it will be seen that

$$
d_{x} d_{v} u=d_{v} d_{x} u, d_{x} d_{v}{ }^{2} u=d_{v}{ }^{2} d_{x} u, d_{x} d_{v}{ }^{3} u=d_{v}{ }^{3} d_{x} u
$$

also, $d_{x} d_{y} d_{x} u=d_{x}^{2} d_{y} u=d_{y} d_{x}^{2} u$; in other words, the successive operations indicated by $d_{x}$ and $d_{y}$ may take place in any order.

It will be shown that this is true generally.
230. Continuity of a function of two variables. Let $u=f(x, y)$, and let $d x$ and $d y$ be infinitesimal increments of $x$
and $y$. Then $f(x, y)$ is continuous at $x, y$, if

$$
£ f(x+d x, y+d y)=f(x, y)
$$

when $d x$ and $d y$ approach the limit zero in any manner whatever.

If in Fig. $132 O A=x, A B=y, A D$ or $B G=d x, B H=d y$, and $B P=f(x, y)$, then $E Q=f(x+d x, y+d y)$. The condition


Fig. 132.
of continuity implies that $£ E Q=B P$ when $E$ is any point near $B$ in the plane $X O Y$.

In what follows it is assumed that the functions and their derivatives are continuous for the values of the variables under consideration.
231. Let $\Delta_{x}$ indicate an increment produced by the increment $d x$ of $x, y$ being regarded as constant, $\Delta_{y}$ having a corresponding meaning. Then if $u=f(x, y), \Delta_{x} \Delta_{y} u=\Delta_{y} \Delta_{x} u$.

For, $\quad \Delta_{y} u=f(x, y+d y)-f(x, y)$,

$$
\begin{align*}
& \Delta_{x} \Delta_{y} u=f(x+d x, y+d y)-f(x+d x, y) \\
&-[f(x, y+d y)-f(x, y)] \\
&=f(x+d x, y+d y)-f(x+d x, y)-f(x, y+d y)+f(x, y) . \tag{1}
\end{align*}
$$

The symmetry of the result shows that it would also be obtained for $\Delta_{v} \Delta_{x} u$.

Ex. In Fig. 132 let $u$ be the volume COAB.P. Then (1) expresses that
$H B G E \cdot Q=F O D E \cdot Q-C O D G \cdot I-F O A H . J+C O A B \cdot P$,
which is obvious from the figure, as is also the fact that $H B G E . Q$ is $\Delta_{y} \Delta_{x} u$ as well as $\Delta_{x} \Delta_{y} u$.
232. Since $u$ and its derivatives are assumed to be continuous at and near $x, y$,

$$
\Delta_{y} u=d_{y} u+I_{2}
$$

( $\S 42$ ), where $I_{2}$ is an infinitesimal of at least the second order, and

$$
\Delta_{x} \Delta_{y} u=\Delta_{x}\left(d_{y} u+I_{2}\right)=d_{x} d_{y} u+I_{3}
$$

where $I_{3}$ is of least the third order. Hence

$$
\frac{d_{x} d_{y} u}{d x d y}=£^{\Delta_{x} d_{y} u} d x d y
$$

Similarly, $\frac{d_{y} d_{x} u}{d x d y}=£ \frac{\Delta_{y} \Delta_{x} u}{d x d y}$. But $\Delta_{y} \Delta_{x} u=\Delta_{x} \Delta_{y} u$.

$$
\therefore d_{x} d_{y} u=d_{y} d_{x} u .
$$

Hence, $\quad d_{x} d_{y}{ }^{2} u=d_{x} d_{y} d_{y} u=d_{y} d_{x} d_{y} u=d_{y} d_{y} d_{x} u=d_{v}{ }^{2} d_{x} u$, and similarly for any combination.

These results may obviously be extended to functions of any number of variables.

The expressions $\frac{d_{x}{ }^{2} u}{d x^{2}}, \frac{d_{y}{ }^{2} u}{d y^{2}}, \frac{d_{x} d_{y} u}{d x d y}, \frac{d_{y} d_{x} u}{d y d x}, \frac{d_{x}{ }^{3} d_{\nu} u}{d x^{3} d y}$, etc. are frequently written

$$
\frac{\partial^{2} u}{\partial x^{2}}, \frac{\partial^{2} u}{\partial y^{2}}, \frac{\partial^{2} u}{\partial x \partial y}, \frac{\partial^{2} u}{\partial y \partial x}, \frac{\partial^{4} u}{\partial x^{3} \partial y}, \text { etc. }
$$

Ex. 1. In Fig. 132, $u$ being as before the volume of $O P$,

$$
\frac{d_{x} d_{y} u}{d x d y}=£ \frac{d_{x} \Delta_{y} u}{d x d y}=£ \frac{H B G E \cdot Q}{H B G E},
$$

i.e., the limit of the mean height of the solid $B Q$, which limit is $B P$ or $z$. Hence $d_{x} d_{y} u=z d x d y, \therefore$ the volume $=\iint z d x d y$ between assigned limits, as in § 179.
2. Verify that $d_{y} d_{x} u=d_{x} d_{y} u$ or $\frac{\partial^{2} u}{\partial y \partial x}=\frac{\partial^{2} u}{\partial x \partial y}$ if (1) $u=x \log y$, (2) $u=\sin x y$, (3) $u=\tan ^{-1}(y / x)$.

## 3. If $u=(2 x-3 y)^{3}$, verify that $d_{x} d_{y}{ }^{2} u=d_{y}{ }^{2} d_{x} u$.

4. If $u=r^{n} \sin n \theta, r^{2} \frac{\partial^{2} u}{\partial r^{2}}+r \frac{\partial u}{\partial r}+\frac{\partial^{2} u}{\partial \theta^{2}}=0$.
5. If $u=\left[(a-x)^{2}+(b-y)^{2}+(c-z)^{2}\right]^{-\frac{1}{2}}$, show that

$$
\frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{2} u}{\partial y^{2}}+\frac{\partial^{2} u}{\partial z^{2}}=0 .
$$

6. If $u=f(y+a x)+F(y-a x)$, show that $\frac{\partial^{2} u}{\partial x^{2}}=a^{2} \frac{\partial^{2} u}{\partial y^{2}}, f$ and $F$ indicating any continuous functions.

## Successive Total Differentials.

233. To find $d^{2} u$. We have (§45) $d u=d_{x} u+d_{y} u$, or

$$
\begin{equation*}
d u=\frac{\partial u}{\partial x} d x+\frac{\partial u}{\partial y} d y \tag{1}
\end{equation*}
$$

whence $\quad d^{2} u=d\left(\frac{\partial u}{\partial x}\right) d x+\frac{\partial u}{\partial x} d^{2} x+d\left(\frac{\partial u}{\partial y}\right) d y+\frac{\partial u}{\partial y} d^{2} y$.
Find $d\left(\frac{\partial u}{\partial x}\right)$ and $d\left(\frac{\partial u}{\partial y}\right)$ by substituting $\frac{\partial u}{\partial x}$ and $\frac{\partial u}{\partial y}$ for $u$ in (1). The final result is

$$
d^{2} u=\frac{\partial^{2} u}{\partial x^{2}} d x^{2}+2 \frac{\partial^{2} u}{\partial x \partial y} d x d y+\frac{\partial^{2} u}{\partial y^{2}} d y^{2}+\frac{\partial u}{\partial x} d^{2} x+\frac{\partial u}{\partial y} d^{2} y
$$

$d^{3} u$ may be found in a similar manner.

Ex. If $u=c$ is a plane curve, $d u=0$ and $d^{2} u=0$. If also $d^{2} x=0$ (i.e., if $x$ is the independent variable), show that

$$
\frac{d^{2} y}{d x^{2}}=-\frac{\frac{\partial^{2} u}{\partial x^{2}}\left(\frac{\partial u}{y}\right)^{2}-2 \frac{\partial^{2} u}{\partial x} \frac{\partial u}{\partial x} \frac{\partial u}{\partial y}+\frac{\partial^{2} u}{\partial y^{2}}\left(\frac{\partial u}{\partial x}\right)^{2}}{\left(\frac{\partial u}{\partial y}\right)^{3}}
$$

## Extension of Taylor's Theorem.

234. If in the formula of Taylor's Theorem, § 207, we write $\frac{d f(x)}{d x}, \frac{d^{2} f(x)}{d x^{2}}, \ldots$ for $f^{\prime}(x), f^{\prime \prime}(x), \ldots$, we obtain as an equivalent form

$$
\begin{equation*}
f(x+h)=f(x)+\frac{d f(x)}{d x} h+\frac{d^{2} f(x)}{d x^{2}} \frac{h^{2}}{2!}+\ldots \tag{1}
\end{equation*}
$$

Let $f(x, y)$ be a function of $x$ and $y$, and let $x$ become $x+h, y$ for the present remaining unchanged. Then, from (1),

$$
\begin{equation*}
f(x+h, y)=f(x, y)+\frac{\partial f(x, y)}{\partial x} h+\frac{\partial^{2} f(x, y)}{\partial x^{2}} \frac{h^{2}}{2!}+\ldots \tag{2}
\end{equation*}
$$

If now $y$ becomes $y+k$, (2) becomes
$f(x+h, y+k)=f(x, y+k)+\frac{\partial f(x, y+k)}{\partial x} h+\frac{\partial^{2} f(x, y+k)}{\partial x^{2}} \frac{h^{2}}{2!}+\ldots$,
and each term may be expanded by Taylor's Theorem as follows, using $u$ for $f(x, y)$ :

$$
\begin{aligned}
f(x, y+k) & =u+\frac{\partial u}{\partial y} k+\frac{\partial^{2} u}{\partial y^{2}} \frac{k^{2}}{2!}+\ldots, \\
\frac{\partial f(x, y+k)}{\partial x} h & =\frac{\partial\left[u+\frac{\partial u}{\partial y} k+\ldots\right]}{\partial x} h=\frac{\partial u}{\partial x} h+\frac{\partial^{2} u}{\partial x \partial y} h k+\ldots,
\end{aligned}
$$

$$
\frac{\partial^{2} \int(x, y+k)}{\partial x^{2}} \frac{h^{2}}{2!}=\frac{\partial^{2}[u+\ldots]}{\partial x^{2}} \frac{h^{2}}{2!}=\frac{\partial^{2} u}{\partial x^{2}} \frac{h^{2}}{2!}+\ldots
$$

whence (3) becomes

$$
\begin{align*}
& f(x+h, y+k)=f(x, y)+\left[\frac{\partial u}{\partial x} h+\frac{\partial u}{\partial y} k\right] \\
&+\left[\frac{\partial^{2} u}{\partial x^{2}} h^{2}+2 \frac{\partial^{2} u}{\partial x \partial y} h k+\frac{\partial^{2} u}{\partial y^{2}} k^{2}\right] \frac{1}{2!}+\ldots \tag{4}
\end{align*}
$$

If $D \equiv \frac{\partial}{\partial x} h+\frac{\partial}{\partial y} k$, the form of (4) is the same as

$$
\begin{aligned}
f(x+h, y+k) & =u+D u+\frac{D^{2} u}{2!}+\frac{D^{3} u}{3!}+\ldots \\
& =\left(1+D+\frac{D^{2}}{2!}+\frac{D^{3}}{3!}+\ldots\right) u=e^{D} u .
\end{aligned}
$$

A similar result would apply to functions of three or more variables.

Ex. 1. Euler's theorem on homogeneous functions. Def. A function $u$ or $f(x, y)$ is said to be homogeneous and of the degree $n$ when $f(m x, m y)=m^{n} f(x, y)$, where $m$ is any number. For example: $2 x^{3}+y^{3}, x^{2}-x y+y^{2},\left(x^{2}+y^{2}\right) /\left(x^{2}-y^{2}\right),(x-y) /\left(x^{2}+y^{2}\right)$, $a x^{\frac{1}{2}}+b y^{\frac{1}{2}}$.

Let $m=1+r$. Then

$$
f(x+r x, y+r y)=(1+r)^{n} f(x, y)
$$

Expanding the first member by Taylor's Theorem and the second by the Binomial Theorem,

$$
\begin{aligned}
& u+\left(x \frac{\partial u}{\partial x}+y \frac{\partial u}{\partial y}\right) r+\left(x^{2} \frac{\partial^{2} u}{\partial x^{2}}+2 x y \frac{\partial^{2} u}{\partial x \partial y}+\frac{\partial^{2} u}{\partial y^{2}}\right) \frac{r^{2}}{2!}+\ldots \\
&=\left[1+n r+n(n-1) \frac{r^{2}}{2!}+\ldots\right] u .
\end{aligned}
$$

Equating like powers of $r$,

$$
\begin{gathered}
x \frac{\partial u}{\partial x}+y \frac{\partial u}{\partial y}=n u \\
x^{2} \frac{\partial^{2} u}{\partial x^{2}}+2 x y \frac{\partial^{2} u}{\partial x \partial y}+y^{2} \frac{\partial^{2} u}{\partial y^{2}}=n(n-1) u
\end{gathered}
$$

The results may evidently be extended to higher derivatives, and to functions of three or more variables.
2. If $u$ is homogeneous, show that

$$
\begin{aligned}
& x \frac{\partial^{2} u}{\partial x^{2}}+y \frac{\partial^{2} u}{\partial x \partial y}=(n-1) \frac{\partial u}{\partial x}, \\
& x \frac{\partial^{2} u}{\partial x \partial y}+y \frac{\partial^{2} u}{\partial y^{2}}=(n-1) \frac{\partial u}{\partial y} .
\end{aligned}
$$

## Maxima and Minima from Taylor's Theorem.

235. By the aid of Taylor's Theorem we may verify and extend the conclusions of Chapter XVII for maxima and minima.

If $a$ is a value of $x$ for which any function $f(x)$ is a max. or a min., and $h$ any small quantity, it is plain that $f(a+h)-f(a)$ and $f(a-h)-f(a)$ must have the same sign. viz., + for a min. and - for a max. Now

$$
f(a+h)-f(a)=f^{\prime}(a) h+f^{\prime \prime}(a) \frac{h^{2}}{2!}+f^{\prime \prime \prime}(a) \frac{h^{3}}{3!}+\ldots
$$

and $\quad f(a-h)-f(a)=-f^{\prime}(a) h+f^{\prime \prime}(a) \frac{h^{2}}{2!}-f^{\prime \prime \prime}(a) \frac{h^{3}}{3!}+\ldots ;$
and by taking $h$ small enough the sign of the right-hand side will depend upon that of the first term which does not vanish. Hence there cannot be a max. or a min. unless $f^{\prime}(a)=0$, and there will then be a max. if $f^{\prime \prime}(a)$ is - and a min. if $f^{\prime \prime}(a)$ is + . But if $f^{\prime \prime}(a)$ also $=0$, there cannot be a max. or a min. unless $f^{\prime \prime \prime}(a)$ also $=0$, and there will be a max. or a min. according as $f^{(\text {iv })}(a)$ is - or + . It will thus be seen that there cannot be a max. or a min. unless the first derivative which dees not vanish is of an even order, and that $f(a)$ will be a max. or a min. according as this derivative is - or + .

For a similar reason, from $\S 234$ (4), a function $u$ or $f(x, y)$ of two independent variables is a max. or a min.
for values $a$ and $b$ of the variables if $a$ and $b$ satisfy $\partial u / \partial x=0$ and $\partial u / \partial y=0$, and at the same time

$$
\begin{equation*}
\frac{\partial^{2} u}{\partial x^{2}} h^{2}+2 \frac{\partial^{2} u}{\partial x \partial y} h k+\frac{\partial^{2} u}{\partial y^{2}} k^{2} \tag{1}
\end{equation*}
$$

is not zero, and is in sign independent of the values of $h$ and $k$. These conditions are satisfied if

$$
\frac{\partial^{2} u}{\partial x^{2}} \frac{\partial^{2} u}{\partial y^{2}}-\left(\frac{\partial^{2} u}{\partial x \partial y}\right)^{2} \text { is }+
$$

For, $(1) \equiv A h^{2}+2 B h k+C k^{2} \equiv \frac{(A h+B k)^{2}+\left(A C-B^{2}\right) k^{2}}{A}$, and $\therefore$ has the same sign as $A$ if $A C-B^{2}$ is + .

Hence if $\frac{\partial u}{\partial x}=0, \frac{\partial u}{\partial y}=0$, and $\frac{\partial^{2} u}{\partial x^{2}} \frac{\partial^{2} u}{\partial y^{2}}-\left(\frac{\partial^{2} u}{\partial x \partial y}\right)^{2}$ is,$+ u$ is a max. or a min. according as $\frac{\partial^{2} u}{\partial x^{2}}$ is - or + .

Similarly for a function of three independent variables we must have $\partial u / \partial x=0, \partial u / \partial y=0, \partial u / \partial z=0$, to solve for $x, y$, and $z$.

Ex 1. $u=x+x y+y^{2}+x-2 y+4$.

$$
\partial u / \partial x=2 x+y+1, \quad \partial u / \partial y=x+2 y-2 .
$$

Putting these $=0$ and solving for $x$ and $y$ we get $x=-\frac{4}{3}, y=\frac{5}{3}$, which make $u$ a min., viz., $1 \frac{2}{3}$.
2. The max. value of $\left(2 a x-x^{2}\right)\left(2 b y-y^{2}\right)$ is $a^{2} b^{2}$.
3. The max. value of $(x-1)(y-1)(x+y-1)$ is $\frac{1}{27}$.
4. The min. value of $x^{3}+y^{3}-3 a x y$ is $-a^{3}$.
5. The max. or min. value of $a x^{2}+2 h x y+b y^{2}+2 g x+2 f y+c$ is

$$
\left|\begin{array}{lll}
a & h & g \\
h & b & f \\
g & f & c
\end{array}\right| \div\left|\begin{array}{ll}
a & h \\
h & b
\end{array}\right|
$$

6. Find a point such that the sum of the squares of its distances from any number of given points $\left(a_{1}, b_{1}\right),\left(a_{2}, b_{2}\right), \ldots$ may be a min. Ans. $\left(\frac{1}{n} \Sigma a, \frac{1}{n} \Sigma b\right)$, the centre of mean position.
7. Given $r_{1}=a_{1} x+b_{1} y+c_{1}, r_{2}=a_{2} x+b_{2} y+c_{2}, \ldots$, show that the values of $x$ and $y$ which make $r_{1}{ }^{2}+r_{2}{ }^{2}+r_{3}{ }^{2}+\ldots$ a min. are obtained by solving the equations

$$
\begin{aligned}
& x \Sigma\left(a^{2}\right)+y \Sigma(a b)+\Sigma(a c)=0, \\
& x \Sigma(a b)+y \Sigma\left(b^{2}\right)+\Sigma(b c)=0 .
\end{aligned}
$$

These are the normal equations in the method of Least Squares.
8. To make with the smallest possible amount of sheet metal an open rectangular box of given volume, show that the length and breadth must each be double of the depth.
9. To cut circular sectors from the angles of a triangle so as to leave the greatest area with a given perimeter, show that the radii must be equal.

## CHAPTER XLIV.

## DIFFERENTIAL EQUATIONS* OF THE FIRST ORDER.

236. A differential equation is an equation containing one or more derivatives. The derivatives are usually represented by the corresponding differentials.

The order of a differential equation is the order of the highest derivative in the equation. The degree of the equation is the degree of the highest derivative when the equation is free from fractions and radicals affecting the derivatives.

Ex. $\frac{d^{2} y}{d x^{2}}+2 \frac{d y}{d x}+y=0$ is of the second order and first degree. $\left(\frac{d y}{d x}\right)^{2}+2 \frac{d y}{d x}+y=0$ is of the first order and second degree.-
Partial differential equations are those which contain partial derivatives; other differential equations are called ordinary.
237. Ordinary differential equations frequently appear in the statement of problems in Geometry, Mechanics, Physics, etc., but for our present purpose they may be supposed to arise from the elimination of constants.

Fx. 1. $y=m x, \frac{d y}{d x}=m=\frac{y}{x} . \quad \therefore \frac{d y}{d x}=\frac{y}{x}$.
This is a differential equation of the first order obtained by differentiating, and eliminating the constant $m$. It may be

[^35]called the differential equation of all straight lines passing through the origin.
2. $y=m x+b, \frac{d y}{d x}=m, \frac{d^{2} y}{d x^{2}}=0$.
$\therefore d^{2} y / d x^{2}=0$ is the differential equation of all straight lines. Two constants, $m$ and $b$, have been eliminated. The equation is of the second order.
3. $y=a x^{2}+b, \frac{d y}{d x}=2 a x, \frac{d^{2} y}{d x^{2}}=2 a=\frac{1}{x} \cdot \frac{d y}{d x}$.
$\therefore \frac{d^{2} y}{d x^{2}}=\frac{1}{x} \frac{d y}{d x}$, an equation of the second order.
The elimination of $n$ constants requires $n+1$ equations viz., the original equation and $n$ derived equations. Hence the order of the resulting differential equation is equal to the number of constants eliminated.

Eliminate $a, b, c$ from the following equations:
4. $y=a e^{m x}+b e^{-m x}$.
5. $y=a \sin m x+b \cos m x$.
6. $y=a x^{2}+b x+c$.
7. $2 y=c x^{2}+\frac{1}{c}$.
8. $y^{2}=(x-c)^{3}$.
9. $y=a x^{2}+b x$.

$$
\text { Ans. } d^{2} y / d x^{2}=m^{2} y
$$

$$
d^{2} y / d x^{2}=-m^{2} y
$$

$$
d^{3} y / d x^{3}=0
$$

$$
x\left(\frac{d y}{d x}\right)^{2}-2 y \frac{d y}{d x}+x=0
$$

$$
8(d y / d x)^{3}=27 y
$$

$$
x^{2} \frac{d^{2} y}{d x^{2}}-2 x \frac{d y}{d x}+2 y=0
$$

238. An integral or solution of a differential equation is a relation between the variables which satisfies the equation.

Ex. $y=A \cos x, y=B \sin x, y=A \sin x+B \cos x, y=a \sin (x+b)$, $y=a \cos (x+b)$, are all solutions of the equation $\frac{d^{2} y}{d x^{2}}+y=0$.

The solution which contains a number of arbitrary constants equal to the order of the given equation is said to be a complete integral or general solution. Particular solutions are those which may be obtained from the general solution by assigning values to the constants.

## Separation of the Variables.

239. In some cases no special method of solution is required. An algebraical rearrangement of the terms will cause the equation to take the form

$$
f_{1}(x) d x+f_{2}(y) d y=0
$$

and each term may be integrated.
Ex. 1. $2 x^{2} y d y=\left(1+x^{2}\right) d x$ is the same as

$$
2 y d y=\left(\frac{1+x^{2}}{x^{2}}\right) d x=\frac{d x}{x^{2}}+d x
$$

Hence, integrating, $\quad y^{2}=-x^{-1}+x+c$, where $c$ may have any assigned value (see $\S 96$ ).
$\therefore y d x-x d y=d x+x^{2} d y$, or $\quad \frac{d y}{y-1}=\frac{d x}{x^{2}+x}$.
Integrating, $\quad \log (y-1)=\log x-\log (x+1)+\log c, *$

$$
\therefore y-1=c x /(x+1) \text {. }
$$

©. $\left(x^{2}+y^{2}-y\right) d x+x d y=0$ is the same as

$$
\left(1+\frac{y^{2}}{x^{2}}\right) d x+\frac{x d y-y d x}{x^{2}}=0, \quad \text { or } \quad d x+\frac{d\left(\frac{y}{x}\right)}{1+\left(\frac{y}{x}\right)^{2}}=0 .
$$

Hence $\quad x+\tan ^{-1}(y / x)=c$, or $\quad y=x \tan (c-x)$.
4. $x^{2} y d y+m d x=0$.
5. $\left(x-y^{2} x\right) d x+\left(y-x^{2} y\right) d y=0$.
6. $x d y=\left(x^{3}+y\right) d x$.
7. $\left(x^{2} y+x\right) d y+\left(x y^{2}-y\right) d x=0$.
8. $y d y=\left(\sqrt{x^{2}+y^{2}}-x\right) d x$.

$$
\text { Ans. } y^{2}=2 m / x+c \text {. }
$$

$$
x^{2}+y^{2}=x^{2} y^{2}+c .
$$

$$
y=\frac{1}{2} x^{3}+c x .
$$

$$
x y+\log (y / x)=c .
$$

$y^{2}=2 c x+c^{2}$.
240. The separation of the variables is sometimes assisted by a substitution. The following is an important case.

[^36]Homogeneous equations. If the given equation is of the form

$$
f_{1}(x, y) d x+f_{2}(x, y) d y=0
$$

where the functions are homogeneous in $x$ and $y$, and of the same degree, let $y=v x$. In the new equation in terms of $v$ and $x$ the variables will be separable. In some cases the substitution $x=v y$ may be simpler.

Ex. 1. $x y^{2} d y=\left(x^{3}+y^{3}\right) d x$. If $y=v x$,

$$
\begin{gathered}
v^{2}(x d v+v d x)=\left(1+v^{3}\right) d x, \quad \text { or } \quad v^{2} d v=d x / x . \\
\therefore \frac{1}{3} v^{3}=\log c x, \quad \text { or } \quad y^{3}=3 x^{3} \log c x .
\end{gathered}
$$

2. $\left(x^{2}-2 y^{2}\right) d x+2 x y d y=0$.

$$
\text { Ans. } y^{2}=-x^{2} \log c x
$$

3. $\left(x^{2}+y^{2}\right) d x=2 x y d y$.

$$
y^{2}=x^{2}+c x
$$

4. $y^{2} d x+x^{2} d y=x y d y$.
$x=y / \log c y$.
5. $(x+y) d y+(x-y) d x=0$.

Ans. $\tan ^{-1}(y / x)+\log \sqrt{x^{2}+y^{2}}=c$.
6. Show that the homogeneous equation
or

$$
\begin{aligned}
f_{1}(x, y) d x+f_{2}(x, y) d y & =0 \\
f_{1}(1, v) d x+f_{2}(1, v) d y & =0 \\
\frac{d x}{x}+\frac{f_{2}(1, v) d v}{f_{1}(1, v)+v f_{2}(1, v)} & =0 .
\end{aligned}
$$

7. Show that an equation of the form

$$
f_{1}(x y) y d x+f_{2}(x y) x d y=0
$$

can be integrated by the substitution $y=v / x$.
241. An equation of the form

$$
\begin{equation*}
(a x+b y+c) d x+\left(a^{\prime} x+b^{\prime} y+c^{\prime}\right) d y=0 \tag{1}
\end{equation*}
$$

is not homogeneous, but may be reduced to a homogeneous equation by the method of the following example.

Ex. 1. $(3 x-y-5) d x+(x+y+1) d y=0$.
Let $x=X+h, y=Y+k$. Then, substituting,

$$
(3 X-Y+3 h-k-5) d X+(X+Y+h+k+1) d Y=0
$$

Take $h$ and $k$ so that $3 h-k-5=0$ and $h+k+1=0 . \quad \therefore h=1$, $k=-2$. The equation is now

$$
(3 X-Y) d X+(X+Y) d Y=0
$$

which is homogeneous. Let $Y=v X$. Then

$$
\frac{1+v}{3+v^{2}} d v+\frac{d X}{X}=0
$$

whence, $\quad \frac{1}{\sqrt{3}} \tan ^{-1} \frac{v}{\sqrt{3}}+\frac{1}{2} \log \left(3+v^{2}\right)+\log X=c$ 。

$$
\begin{aligned}
& \text { But } v=\frac{Y}{X}=\frac{y-k}{x-h}=\frac{y+2}{x-1} \\
& \qquad \therefore \frac{1}{\sqrt{3}} \tan ^{-1} \frac{y+2}{\sqrt{3}(x-1)}+\frac{1}{2} \log \left[3(x-1)^{2}+(y+2)^{2}\right]=c .
\end{aligned}
$$

Hence to solve an equation of the form (1), drop the $c$ and $c^{\prime}$, solve the resulting homogeneous equation, and in the result substitute $x-h$ for $x$ and $y-k$ for $y$, where $h$ and $k$ are the roots of the simultaneous equations $a x+b y+c=0$, $a^{\prime} x+b^{\prime} y+c^{\prime}=0$.

The method would fail if $a^{\prime} x+b^{\prime} y=k(a x+b y), k$ being any constant; but the equation could then be solved by the substitution $v=a x+b y$ and the elimination of $y$ or $x$.

Ex. 2. $(3 x-2 y-5) d x+(2 x-3 y-5) d y=0$.

$$
\text { Ans. }(x+y)^{5}(x-y-2)=c
$$

3. $\cdot(2 x-y) d x-(4 x-2 y-1) d y=0$.

$$
\text { Ans. } 3(x-2 y)+\log (3 y-6 x+2)=c
$$

## Exact Differential Equations.

242. The result of differentiating $f(x, y)=c$ or $u=c$ is (§ 45)

$$
M d x+N d y=0
$$

where

$$
M=\partial u / \partial x \quad \text { and } \quad N=\partial u / \partial y
$$

Hence $\quad \frac{\partial M}{\partial y}=\frac{\partial^{2} u}{\partial y \partial x}$ and $\frac{\partial N}{\partial x}=\frac{\partial^{2} u}{\partial x \partial y}$.
But $\frac{\partial^{2} u}{\partial y \partial x}=\frac{\partial^{2} u}{\partial x \partial y}(\S 232) . \quad \therefore \frac{\partial M}{\partial y}=\frac{\partial N}{\partial x}$.

Conversely, if $M d x+N d y=0$ is an equation such that $\partial M / \partial y=\partial N / \partial x$ the equation is an exact differential equation, i.e., one obtained directly by differentiating without further change.

The $x$-integral of $M d x$ contains all the terms of $u$ except those which are independent of $x$. Hence to integrate an exact equation, integrate $M d x$ with regard to $x$, integrate with regard to $y$ those terms of $N d y$ which contain $y$ only, and put the sum of the results equal to a constant.

Ex. 1. $\left(4 x+6 x^{2} y\right) d x+\left(2 x^{3}-2 y\right) d y=0$.
Here $\quad \partial M / \partial y=6 x^{2}$, and $\partial N / \partial x=6 x^{2}$.
Hence the solution is $x^{4}+2 x^{3} y-y^{2}=c$.
2. $\left(2-2 x y-y^{2}\right) d x-(x+y)^{2} d y=0$.
3. $\left(x^{3}+y\right) d x+x d y=0$.

$$
\begin{aligned}
\text { Ans. } & 2 x-x^{2} y-x y^{2}-\frac{1}{3} y^{3}=c . \\
& \frac{1}{4} x^{4}+x y=c .
\end{aligned}
$$

243. Integrating factor. After forming a differential equation the result can sometimes be simplified by dividing by a variable factor. Conversely, a differential equation may sometimes be made exact by multiplying by a factor.

Ex. 1. $(1+x y) y d x+(1-x y) x d y=0$ is not exact, since $\partial M / \partial y=$ $1+2 x y$ and $\partial N / \partial x=1-2 x$. Multiplying by $1 / x^{2} y^{2}$ the equation becomes

$$
\left(\frac{1}{x^{2} y}+\frac{1}{x}\right) d x+\left(\frac{1}{x y^{2}}-\frac{1}{y}\right) d y=0
$$

Here $\partial M / \partial y=-1 / x^{2} y^{2}$ and $\partial N / \partial x=-1 / x^{2} y^{2}$, hence the equation is exact. The solution is therefore

$$
-\frac{1}{x y}+\log x-\log y=c
$$

2. $\left(x^{2}+y^{2}+1\right) d x-2 x y d y=0$, factor $\frac{1}{x^{2}}$. Ans. $x-\frac{y^{2}}{x}-\frac{1}{x}=c$.
3. $2(x d y+y d x)=x y d x$, factor $\frac{1}{x y}$.

$$
y=\frac{1}{x} e^{\frac{x+c}{2}}
$$

244. Linear equations of the first order. A differential equation is linear when it contains the first power only of the function and its derivatives. The linear equation of the first order is of the form

$$
\frac{d y}{d x}+P y=Q, \quad \text { or } \quad d y+P y d x=Q d x
$$

where $P$ and $Q$ are independent of $y$. Of this equation $e^{\int P d x}$ is an integrating factor.

For $e^{\int P d x} \cdot d y+y \cdot e^{\int P d x} \cdot P d x=e^{\int P d x} Q d x$
is the same as

$$
d\left(y e^{\int P d x}\right)=e^{\int P d x} Q d x
$$

$$
\therefore y e^{\int P d x}=\int e^{\int P d x} Q d x+c
$$

Hence the solution of $\frac{d y}{d x}+P y=Q$ is

$$
y=e^{-\int P d x}\left(\int_{t} \int P d x Q d x+c\right)
$$

Ex. 1. $\frac{d y}{d x}-\frac{n}{x} y=e^{x} x^{n}$.

$$
\begin{gathered}
\int P d x=-n \log x=\log x^{-n} . \quad \therefore e^{\int P d x}=x^{-n} \\
\therefore y=x^{n}\left(\int e^{x} d x+c\right)=x^{n}\left(e^{x}+c\right)
\end{gathered}
$$

2. $\frac{d y}{d x}+\frac{n y}{x}=\frac{a}{x^{n}}$.

$$
\text { Ans. } y=\frac{a x+c}{x^{n}}
$$

3. $d y / d x+y=e^{-x}$.

$$
y=e^{-x}(x+c)
$$

4. $x d y / d x=2 y+x+1$.
$y=-x-\frac{1}{2}+c x^{2}$.
5. $d y / d x+y \cos x=\sin x \cos x . \quad y=\sin x-1+c e^{-\sin x}$.
6. $2 x y \frac{d y}{d x}=y^{2}-x$, or $\frac{d\left(y^{2}\right)}{d x}-\frac{y^{2}}{x}=-1$.

$$
\text { Ans. } y=\sqrt{c x-x \log x}
$$

7. $\frac{d y}{d x}+\frac{1-2 x}{x^{2}} y=1$.

$$
y=x^{2}\left(1+c e^{x^{-1}}\right)
$$

8. $\left(1+x^{2}\right) d y=(a+x y) d x$.

Ans. $y=a x+c \sqrt{1+x^{2}}$.
9. $\frac{d y}{d x}+a y=b \sin m x$.

$$
\text { Ans. } y=\frac{b}{a^{2}+m^{2}}(a \sin m x-m \cos m x)+c e^{-a x} .
$$

245. Bernoulli's equation. An equation of the form

$$
\frac{d y}{d x}+P y=Q y^{n}
$$

where $P$ and $Q$ are independent of $y$, may be made linear by the substitution $\frac{1}{y^{n-1}}=z$. It is best to divide through by $y^{n}$ before substituting.

Ex. 1. $x \frac{d y}{d x}+y=y^{2} \log x$, or $\frac{1}{y^{2}} \frac{d y}{d x}+\frac{1}{x} \cdot \frac{1}{y}=\frac{\log x}{x}$.

$$
\text { Let } \begin{aligned}
& \frac{1}{y}=z, \text { then }-\frac{1}{y^{2}} d y \\
&=d z \\
& \therefore \frac{d z}{d x}-\frac{z}{x}=-\frac{\log x}{x},
\end{aligned}
$$

which is linear. Solving,

$$
z=\log x+1+c x . \quad \therefore y=\frac{1}{\log x+1+c x}
$$

2. $\left(1-x^{2}\right)^{d y}-x y=3 x y^{2}$.

$$
\text { Ans. } \begin{aligned}
y & =\frac{1}{c \sqrt{1-x^{2}}-3} . \\
y & =\frac{1}{\sqrt{1+x^{2}+c e^{x}}} .
\end{aligned}
$$

3. $\frac{d y}{d x}+x y=x^{3} y^{3}$.

## Equations of the First Order but not of the First Degree.

246. Let $d y / d x$ be called $p$.

If possible solve the equation for $p$.
Ex. 1. $p^{2}-(x-3 y) p-3 x y=0$, or $\quad(p-x)(p+3 y)=0$.
The equation is satisfied if
i.e., if

$$
\begin{array}{rlrl}
p-x=0, & \text { or } & p+3 y=0 \\
\frac{d y}{d x}-x=0, & \text { or } & d y & d x \\
\frac{d y}{d x}
\end{array}
$$

or, integrating, if

$$
y-\frac{1}{2} x^{2}+c=0, \quad \text { or } \quad y+c e^{-3 x}=0 .
$$

These equations may be regarded as the solutions of the given equation, or they may be combined into

$$
\left(y-\frac{1}{2} x^{2}+c\right)\left(y+c e^{-3 x}\right)=0 .
$$

2. $p^{2}-9 p+18=0$.
Ans. $(y-6 x+c)(y-3 x+c)=0$.
3. $p^{3}=a x^{4}$.
$343(y+c)^{3}=27 a x^{7}$.
4. When it is not possible or convenient to solve for $p$ we may be able to solve for $y$, then, differentiating throughout and substituting $p d x$ for $d y$, obtain a new equation in $p$ and $x$ which we may be able to integrate and thus find the relation connecting $p$ and $x$. From this result and the given equation we may be able to eliminate $p$ and thus obtain the relation connecting $x$ and $y$, or, if this elimination is not convenient or possible, $x$ and $y$ may be left in terms of $p$ as a third variable.

Ex. 1. $p^{2} x-2 p y+x=0$, or $2 y=p x+x / p$.
Differentiating, substituting $p d x$ for $d y$, and reducing,

$$
d p / p=d x / x, \quad \therefore p=c x
$$

Hence, substituting in the given equation, $2 y=c x^{2}+\frac{1}{c}$.
2. $p^{2}-p y+1=0 . \quad$ Ans. $x=\frac{1}{2 p^{2}}+\log p+c, \quad y=p+\frac{1}{p}$.
248. Instead of solving for $y$ we may be able to solve for $x$, then differentiate throughout and substitute $d y / p$ for $d x$, and proceed as above.

Ex. 1. $p^{2}-p x+1=0$.
Ans. $x=p+\frac{1}{p}, \quad y=\frac{1}{2} p^{2}-\log p+c$.
2. $p^{2} y+2 p x=y$.

$$
\begin{aligned}
y^{2} & =2 c x+c^{2} . \\
x & =p+\frac{1}{p^{2}}, \quad y=\frac{p^{2}}{2}+\frac{2}{p}+c .
\end{aligned}
$$

249. Clairaut's equation. Singular solution. The method of $\S 247$ is applicable to Clairaut's equation,

$$
\begin{equation*}
y=p x+f(p) \tag{1}
\end{equation*}
$$

Differentiating and substituting $p d x$ for $d y$,

$$
d p\left[x+f^{\prime}(p)\right]=0
$$

From $d p=0$ we have $p=c$, and substituting in the given equation,

$$
\begin{equation*}
y=c x+f(c) \tag{2}
\end{equation*}
$$

the general solution.
The equation is also satisfied if $x+f^{\prime}(p)=0$, and eliminating $p$ from this and the given equation we have another solution which is not contained in the general solution and which does not contain any arbitrary constant. Such a solution is called a singular solution.

The general solution (2) represents, for various values of $c$, a family of straight lines. The singular solution represents the envelope of these straight lines. For the envelope of the family of lines is obtained ( $\$ 157$ ) by eliminating $c$ from

$$
y=c x+f(c) \quad \text { and } \quad 0=x+f^{\prime}(c)
$$

the same equations (with $c$ instead of $p$ ) as those from which the singular solution is obtained.

Ex. 1. $y=p x+a / p$. The general solution is $y=c x+a / c$. Also $x+f^{\prime}(p)=0$ is $x-a / p^{2}=0 . \quad \therefore p^{2}=a / x$. Substituting in the given equation we obtain $y^{2}=4 a x$, the singular solution.
2. Find the singular solution of $y=p x+p^{2}$. Ans. $x^{2}+4 y=0$.
3. Find the general and singular solutions of

$$
\begin{aligned}
& y=p x+a \sqrt{1+p^{2}} . \\
& \text { Ans. } y=c x+a \sqrt{1+c^{2}}, \quad x^{2}+y^{2}=a^{2} \text {. } \\
& \text { 4. Solve } y=-x p+x^{4} p^{2} \text {. Let } x=z^{-1} \text {. Ans. } y=c / x+c^{2} \text {. }
\end{aligned}
$$

## Examples.

1. $d y / d x+y \cot x=2 \cos x$.
2. $x^{2} d y+x^{2} y^{2} d x+4 d y=0$.
3. $p^{2}=p x-y$.
4. $p x^{2}+y^{2}=x y$.
5. $\left(2 x^{2}+4 x y\right) d x+\left(2 x^{2}-y^{2}\right) d y=0$.
6. $p x+y=x^{3} y^{6}$.
7. $\left(x^{2}-y^{2}+2 x\right) d x=2 y d y$.
8. $(2 a x+h y+f) d x+(h x+2 b y+g) d y=0$.

$$
a x^{2}+b y^{2}+h x y+f x+g y=c
$$

9. $2 x y d x+\left(y^{2}-3 x^{2}\right) d y=0$.
10. $x d x d y=y d x^{2}+2 d y^{2}$.
11. $x^{2} p^{2}=2 x y p+3 y^{2}$.
12. $y^{3} d x=\left(2 x^{2}+3 x y^{2}\right) d y$.
13. $(y-a) d x=\left(x^{2}+x\right) d y$. $x^{2}-y^{2}=c y^{3}$.
$c x=c^{2} y+2$.
$(x y-c)\left(y-c x^{3}\right)=0$.
14. $x^{2}(y-p x)=p^{2} y$. Let $y^{2}=v, x^{2}=z . \quad y^{2}=c x^{2}+c^{2}$.
15. Find the curve in which the subnormal is constant and $=a$. The condition is that $y d y / d x=a$.

Ans. The parabola $y^{2}=2 a x+c$.
16. Find the curve in which the subtangent is constant and $=a$.

$$
\text { Ans. } y=c e^{x / a} \text {. }
$$

17. Find the curve in which the perpendicular on the tangent from the foot of the ordinate is constant and $=a$.

Ans. The catenary $y=a \cosh (x+c) / a$.
18. Find the curve in which the area bounded by the curve, two ordinates, and the $x$-axis is proportional to the length of the bounding arc.
$\left[y d x=d A=d(a s)=a \sqrt{d x^{2}+d y^{2}}\right]$.
Ans. The catenary $y=a \cosh (x+c) / a$.
19. Find the curve in which $\log s=x$.

$$
\text { Ans. } y=\sqrt{e^{2 x}-1}-\sec ^{-1} e^{x}+c .
$$

20. Find the curve in which $\psi=\frac{1}{2} \theta(\S 136)$.

$$
\text { Ans. The cardioid } r=c(1-\cos \theta) \text {. }
$$

21. To find the amount, at compound interest due and added to the principal all the time, of a sum of money $P$, in $t$ years, at rate $r$ per unit per annum.

Let $x$ be the amount at time $t$. When the interest is due at the
end of an interval $\Delta t, x r \Delta t=$ interest $=\Delta x$. Hence in the present case

$$
x r=£_{\Delta t \doteq 0}(\Delta x / \Delta t)=d x / d t .
$$

Integrating, $\log x=r t+c$. But $x=P$ when $t=0 . \quad \therefore \log P=c$.
$\therefore \log x=r t+\log P$, or $x=P e^{r t}$.
For example, for 5 years at 4 per cent per annum, $e^{r l}=e^{.04 \times 5}=$ $1 \cdot 2214$. The result may be compared with $1+r t=1 \cdot 2000$, the amount at simple interest, and $(1+r)^{t}=1 \cdot 2167$, the amount at compound interest due yearly.
22. Orthogonal trajecto.ics. By giving different values to $a$ in the equation $x^{2}+y^{2}=2 a y$ we have


Fig. 133. a family of circles touching the $x$ axis at the origin. Let it be required to find another family of curves all of which cut all of the given curves at right angles. Such curves are called orthogonal trajectories of the given curves.

Differentiating $x^{2}+y^{2}=2 a y$ and eliminating $a$ we have

$$
2 x y+\left(y^{2}-x^{2}\right)^{d y}=0
$$

the differential equation of the given curves. At a point $(x, y)$ where one of the required curves intersects one of the given curves, $d y / d x$ of the given curve $=-d x / d y$ of the new curve, since they intersect at right angles. Hence the differential equation of the required curves is

$$
2 x y-\left(y^{2}-x^{2}\right) \frac{d x}{d y}=0
$$

a homogeneous equation of which the solution is

$$
x^{2}+y^{2}=c x
$$

The required curves are therefore circles touching the $y$-axis at the origin.
23. Find the orthogonal trajectories of the family of parabolas $y^{2}=4 a x$.

Ans. The ellipses $2 x^{2}+y^{2}=c^{2}$.
24. Find the orthogonal trajectories of
(1) The rectangular hyperbolas $x^{2}-y^{2}=a^{2}$. Ans. $x y=c^{2}$.
(2) The straight lines $y=m x$.
(3) The curves $y=a x^{n}$.

Ans. The conics $x^{2}+n y^{2}=c^{2}$.
25. Show that the differential equation of the orthogonal trajectories of a family of curves represented by a polar equation is found by substituting $-r^{2} d \theta / d r$ for $d r / d \theta$ in the differential equation of the given curves.
26. Find the orthogonal trajectories of $r^{m} \cos m \theta=a^{m}$. Ans. $r^{m} \sin m \theta=c^{m}$.
27. Find the curves which make an angle $45^{\circ}$ with the parabolas $r(1+\cos \theta)=2 a$. Ans. The parabolas $r(1+\sin \theta)=2 c$.
28. If $E=$ the extraneous electromotive force in a circuit having resistance $R$ and inductance $L$,

$$
\begin{equation*}
L \frac{d i}{d t}+R i=E \tag{1}
\end{equation*}
$$

where $i$ is the current at time $t$. The equation is linear, and if $E$ is constant the solution is

$$
i=\frac{E}{R}+c e^{-\frac{R}{L} t}
$$

If $i=0$ when $t=0, \quad c=-E / R$.

$$
\therefore i=\frac{E}{R}-\frac{E}{R} e^{-\frac{R}{L} t} .
$$

The second term soon becomes very small; the current is then practically constant and $=E / R$, as if there had been no induction.

For an alternating E.M.F. let $E=E_{m} \sin n t$, where $E_{m}$ is the maximum value, and the time of a period is $2 \pi / n$. The solution of (1) is now

$$
\begin{aligned}
i & =\frac{E_{m}}{R^{2}+L^{2} n^{2}}(R \sin n t-L n \cos n t)+c e^{-\frac{R}{L} t} \\
& =\frac{E_{m}}{\sqrt{R^{2}+L^{2} n^{2}}} \sin (n t-\theta)+c e^{-\frac{R}{L} t}
\end{aligned}
$$

where $\theta=\tan ^{-1}(\operatorname{Ln} / R)$.
In a short time the exponential term becomes very small and the current is represented by a harmonic function of the same period as the E.M.F.
$\theta$ is the lag of the current behind the voltage. The impedance (amplitude of voltage $\div$ amplitude of current) is $\sqrt{R^{2}+L^{2} n^{2}}$.

## CHAPTER XLV.

## DIFFERENTIAL EQUATIONS OF THE SECOND ORDER.

250. Equations of the second order must contain $d^{2} y / d x^{2}$ and may contain $d y / d x, x$, and $y$.

We shall first consider equations which do not contain $y$, and then equations which do not contain $x$. It will be seen that such equations may be reduced to equations of the first order.
251. Equations which do not contain $y$ directly. Let $p=d y / d x$. The equation will be reduced to one of the first order in $p$ and $x$.

Ex. 1. $\frac{d^{2} y}{d x^{2}}-\frac{d y}{d x}=x$, or $\quad \frac{d p}{d x}-p=x$.
The latter is a linear equation of the first order. Hence, $\$ 244$,

$$
\begin{aligned}
& p=e^{x}\left(\int e^{-x} x d x+c\right)=-(1+x)+c e^{x} \\
\therefore & y=\int p d x=-\frac{1}{2}(1+x)^{2}+c e^{x}+c_{1} .
\end{aligned}
$$

2. $\frac{d^{2} y}{d x^{2}}=a\left(\frac{d y}{d x}\right)^{2}$.
3. $\frac{d^{2} y}{d x^{2}}+\frac{1}{x} d x=0$.

Ans. $y=c_{1}-\frac{1}{a} \log (a x+c)$.
4. $\frac{d^{2} y}{d x^{2}}+\frac{2}{x} d x=0$.
$y={ }_{x}^{c}+c_{1}$.
5. $\frac{d^{2} y}{d x^{2}}-\binom{d y}{d x}^{2}=1$.
$y=c_{1}+\log \sec (x+c)$.

The same method may be applied to any equation in which $y$ appears only in two derivatives whose orders differ by unity.

Ex. $\frac{d^{3} y}{d x^{3}} \frac{d^{2} y}{d x^{2}}=2$. First let $\frac{d^{2} y}{d x^{2}}=q$. Ans. $y=\frac{8}{15}(x+c)^{\frac{5}{2}}+c_{1} x+c_{2}$.
If $d y / d x$ is absent as well as $y$ we may integrate directly.
Ex. $\frac{d^{2} y}{d x^{2}}=x^{3}, \frac{d y}{d x}=\frac{x^{4}}{4}+c, y=\frac{x^{5}}{20}+c x+c_{1}$.
The same method will apply to any equation of the form

$$
d^{n} y / d x^{n}=f(x)
$$

Ex. 1. $d^{3} y / d x^{3}=\sin x$.
Ans. $y=\cos x+c x^{2}+c_{1} x+c_{2}$.
2. $d^{n} y / d x^{n}=(x+n) e^{x}$.

Ans. $y=x e^{x}+c_{1} x^{n-1}+c_{2} x^{n-2}+\ldots+c_{n}$.
252. Equations which do not contain $x$ directly. Let $\frac{d y}{d x}=p$, then $\frac{d^{2} y}{d x^{2}}=\frac{d p}{d y} \frac{d y}{d x}=p \frac{d p}{d y}$. The resulting equation is of the first order in $p$ and $y$.

Ex. 1. $\frac{d^{2} y}{d x^{2}}=-a^{2} y, \quad$ or $* \quad p \frac{d p}{d y}=-a^{2} y$.
$\therefore \frac{1}{2} p^{2}=-\frac{1}{2} a^{2} y^{2}+$ const., or say $p^{2}=a^{2}\left(c^{2}-y^{2}\right)$.
$\therefore p$ or $\frac{d y}{d x}=a \sqrt{c^{2}-y^{2}}$, or $\frac{d y}{\sqrt{c^{2}-y^{2}}}=a d x$.
$\therefore \sin ^{-1} y / c=a x+c_{1}$, or $y=c \sin \left(a x+c_{1}\right)$.
The result may also be written

$$
y=A \sin a x+B \cos a x
$$

where $A$ and $B$ are arbitrary constants.
2. $d^{2} y / d x^{2}=a^{2} y$.

The result may be in any of the following forms:

$$
\begin{array}{ll}
y=c e^{a x}+c_{1} e^{-a x}, & y=c \sinh a x+c_{1} \cosh a x, \\
y=c \sinh \left(a x+c_{1}\right), & y=c \cosh \left(a x+c_{1}\right) .
\end{array}
$$

* Or without using $p$, multiply by $2 d y$; then $\frac{2 d u d^{2} u}{d x^{2}}=-a^{2} 2 y d y$, $\therefore\left(\frac{l y}{d x}\right)^{2}=-a^{2} y^{2}+$ const., etc.

3. $y \frac{d^{2} y}{d x^{2}}+\left(\frac{d y}{d x}\right)^{2}=0$.
4. $y \frac{d^{2} y}{d x^{2}}+\left(\frac{d y}{d x}\right)^{2}=1$.

Ans. $y^{2}=c x+c_{1}$.
$y^{2}=x^{2}+c x+c_{1}$.

## The Operator $D$.

253. Let $D y$ represent $d y / d x$, the symbol $D$ indicating the operation of taking the derivative of $y$. If $a$ is a constant, $d(a y) / d x=a d y / d x$, hence $D(a y)=a D y$.

Let $D$. $D y$, i.e., $d^{2} y / d x^{2}$, be represented by $D^{2} y$. Also let $d y / d x-a y$ or $D y-a y$ be expressed by $(D-a) y$. Then $D-a$ indicates the operation of taking the derivative of a function and subtracting $a$ times that function. Hence, $a$ and $b$ being constants,

$$
\begin{aligned}
(D-b) \cdot(D-a) y & =D(D-a) y-b(D-a) y \\
& =D^{2} y-a D y-b D y+a b y
\end{aligned}
$$

Let this be written

$$
\left[D^{2}-(a+b) D+a b\right] y
$$

In the same way it may be shown that

$$
(D-a) \cdot(D-b) y=\left[D^{2}-(a+b) D+a b\right] y
$$

and hence the order of the operations indicated by $D-a$ and $D-b$ does not affect the result, and the successive operations may be replaced by an operation which is indicated by

$$
D^{2}-(a+b) D+a b
$$

254. Suppose $D y=X$, where $X$ is a constant or a function of $x$, and let the inverse operation by which $y$ is obtained from $X$ be denoted by $D^{-1}$. Then $y=D^{-1} X$. But $d y / d x=X$. $\therefore y=\int X d x+c$.

$$
\therefore D^{-1} X=\int X d x+c .
$$

Again, suppose $(D-a) y=X$, and denote the operation inverse to $D-a$ by $(D-a)^{-1}$. Then $y=(D-a)^{-1} X$. But $(D-a) y=X$ is the same as $d y / d x-a y=X$, and the solution of this linear equation is ( $\S 244$ )

$$
\begin{gathered}
y=e^{a x}\left(\int e^{-a x} X d x+c\right) \\
\therefore(D-a)^{-1} X=e^{a x}\left(\int e^{-a x} X d x+c\right)
\end{gathered}
$$

If $X=0,(D-a)^{-1} 0=c e^{a x}$.
Ex. 1. $D^{-1} 0=c, D^{-2} 0 \equiv D^{-1} \cdot D^{-1} 0=c x+c_{1}$.
2. $D^{-1} a=a x+c, D^{-2} a=\frac{1}{2} a x^{2}+c x+c_{1}$.
3. $(D-a)^{-1} b=-b / a+c e^{a x}$.
4. $(D-a)^{-1} x=-\frac{1}{a}\left(x+\frac{1}{a}\right)+c e^{a x}$.
5. $(D-a)^{-1} x^{n}, n$ a positive integer,

$$
=-\frac{1}{a}\left(x^{n}+\frac{n x^{n-1}}{a}+\frac{n(n-1) x^{n-2}}{a^{2}}+\ldots+\frac{n!}{a^{n}}\right)+c e^{a x} .
$$

6. $(D-a)^{-1} \sin m x=-\frac{a \sin m x+m \cos m x}{a^{2}+m^{2}}+c e^{a x}$.
7. $(D-a)^{-1} \cos m x=\frac{-a \cos m x+m \sin m x}{a^{2}+m^{2}}+c e^{a x}$.
and
8. $(D-a)^{-1} e^{n x}=\frac{e^{n x}}{n-a}+c e^{a x}$ when $n \neq a$, $=x e^{a x}+c e^{a x}$, when $n=a$.

Linear equation of the second order with constant coefficients.
255. The equation may be written

$$
\frac{d^{2} y}{d x^{2}}+A \frac{d y}{d x}+B y=X
$$

where $A$ and $B$ are constants and $X$ is a constant or a function of $x$.

First suppose $X$ to be 0 . The equation is now

$$
\frac{d^{2} y}{d x^{2}}+A \frac{d y}{d x}+B y=0, \quad \text { or } \quad\left(D^{2}+A D+B\right) y=0
$$

Put $D^{2}+A D+B$ into the form of factors $(D-a)(D-b)$. (Since $a$ and $b$ would be the roots of $D^{2}+A D+B=0$ if $D$ were a symbol of quantity, they may be s.id to be the roots of the auxiliary equation $z^{2}+A z+B=0$.)

The equation is $(D-a)(D-b) y=0$.

$$
\begin{align*}
\therefore y & =(D-b)^{-1}(D-a)^{-1} 0=(D-b)^{-1} c e^{a x} \\
& =e^{b x}\left(\int e^{-b x} \cdot c e^{a x} d x+c_{1}\right)  \tag{1}\\
& =e^{b x}\left(\frac{c e^{(a-b) x}}{a-b}+c_{1}\right), \text { if } b \neq a, \\
& =\frac{c}{a-b} e^{a x}+c_{1} e^{b x} .
\end{align*}
$$

Since $c /(a-b)$ may equal any constant, it may be represented by $c$.

$$
\begin{equation*}
\therefore y=c e^{a x}+c_{1} e^{b x}, \text { if } b \neq a \tag{2}
\end{equation*}
$$

But if $\dot{v}=a$, (1) becomes $e^{a x}\left(\int c d x+c_{1}\right)$.

$$
\begin{equation*}
\therefore y=e^{a x}\left(c x+c_{1}\right) \tag{3}
\end{equation*}
$$

If $a$ nd $b$ are imaginary, let them be $m+n i, m-n i$, where $i \equiv \sqrt{-1}$. Then (2) becomes

$$
\begin{aligned}
y & =c e^{(m+n i) x}+c_{1} e^{(m-n i) x}=e^{m x}\left(c e^{n i x}+c_{1} e^{-n i x}\right) \\
& =e^{m x}\left[c(\cos n x+i \sin n x)+c_{1}(\cos n x-i \sin n x)\right], \S 200, \\
& =e^{m x}\left[\left(c+c_{1}\right) \cos n x+\left(c i-c_{1} i\right) \sin n x\right] .
\end{aligned}
$$

Since $c+c_{1}$ and $c i-c_{1} i$ may equal any two constants, they may be represented by $c$ and $c_{1}$.

$$
\begin{equation*}
\therefore y=e^{m x}\left(c \cos n x+c_{1} \sin n x\right) \tag{4}
\end{equation*}
$$

256. Hence to solve $D^{2} y+A D y+B y=0$ find the roots of $z^{2}+A z+B=0$. If the roots are unequal real numbers $a$ and $b$ the solution is

$$
y=c e^{a x}+c_{1} e^{b x}
$$

If the roots are complex numbers $m+n i, m-n i$,

$$
y=e^{m x}\left(c \cos n x+c_{1} \sin n x\right)
$$

If the roots are equal numbers $a, a$,

$$
y=e^{a x}\left(c x+c_{1}\right)
$$

Ex. 1. $\frac{d^{2} y}{d x^{2}}+3 \frac{d y}{d x}-10 y=0$. Ans. $y=c e^{2 x}+c_{1} e^{-5 x}$.
2. $\frac{d^{2} y}{d x^{2}}-3 \frac{d y}{d x}=0$.

$$
y=c+c_{1} e^{\star b}
$$

3. $\frac{d^{2} y}{d x^{2}}-2 \frac{d y}{d x}+y=0$.

$$
y=e^{x}\left(c x+c_{1}\right)
$$

4. $\frac{d^{2} y}{d x^{2}}+2 \frac{d y}{d x}+10 y=0$.

$$
y=e^{-x}\left(c \cos 3 x+c_{1} \sin 3 x\right)
$$

5. $\frac{d^{2} y}{d x^{2}}=a^{2} y . y=c e^{a x}+c_{1} e^{-a x} \quad$ or $\quad=c \cosh a x+c_{1} \sinh a x$.
6. $\frac{d^{2} y}{d x^{2}}=-a^{2} y$.
$y=c \cos a x+c_{1} \sin a x$.
7. $\left(D^{2}+4 D+5\right) y=0$.
$y=e^{-2 x}\left(c \cos x+c_{1} \sin x\right)$.
8. $\left(D^{2}+4 D+4\right) y=0$.
$y=e^{-2 x}\left(c x+c_{1}\right)$.
9. $\left(D^{2}+4 D+3\right) y=0$.
$y=c e^{-x}+c_{1} e^{-3 x}$.
10. $\left(D^{2}+4 D+2\right) y=0$.
$y=e^{-2 x}\left(c e^{\sqrt{2} x}+c_{1} e^{-\sqrt{2} x}\right)$.
11. $\left(6 D^{2}-5 D-6\right) y=0$.
$y=c e^{\frac{3}{2} x}+c_{1} e^{-\frac{2 x}{x} x}$.
12. The same method may be extended to higher orders of linear equations of the form

$$
\frac{d^{n} y}{d x^{n}}+A \frac{d^{n-1} y}{d x^{n-1}}+\ldots+K y=0
$$

the coefficients $A \ldots K$ being constants. For every distinct real root of the auxiliary equation,

$$
z^{n}+A z^{n-1}+\ldots+K=0
$$

there will be a term of the form $c e^{a x}$ in the solution. If $a$ occur twice the corresponding term will be $e^{a x}\left(c x+c_{1}\right)$, and if it occur three times the corresponding term will be

$$
e^{a x}\left(c x^{2}+c_{1} x+c_{2}\right)
$$

and so on.
Corresponding to a pair of imaginary roots $m+n i, m-n i$, there will be a term $e^{m x}\left(c \cos n x+c_{1} \sin n x\right)$, and if the same pair occur twice the corresponding term in the solution will be

$$
e^{m x}\left[\left(c x+c_{1}\right) \cos n x+\left(c_{2} x+c_{3}\right) \sin n x\right]
$$

and so on.

$$
\text { Ex. 1. }(D-1)(D-3)^{3} y=0 . \quad \text { Ans. } y=c e^{x}+\left(c_{1} x^{2}+c_{2} x+c_{3}\right) e^{3 x}
$$

$$
\text { 2. }\left(D^{2}+4\right)^{2} y=0 . \quad \text { Ans. } y=\left(c_{1} x+c_{2}\right) \cos 2 x+\left(c_{3} x+c_{4}\right) \sin 2 x .
$$

$$
\text { 3. }\left(D^{2}-4\right)^{2} y=0 . \quad . \quad y=\left(c_{1} x+c_{2}\right) e^{2 x}+\left(c_{3} x+c_{4}\right) e^{-2 x}
$$

4. $D^{4} y=a^{4} y . \quad y=c_{1} e^{a x}+c_{2} e^{-a x}+c_{3} \cos a x+c_{4} \sin a x$.
5. $\left(D^{2}-4 D+13\right)^{2} y=0$.

$$
\text { Ans. } y=e^{2 x}\left[\left(c_{1} x+c_{2}\right) \cos 3 x+\left(c_{3} x+c_{4}\right) \sin 3 x\right] \text {. }
$$

258. Returning to the linear equation,

$$
\frac{d^{2} y}{d x^{2}}+A \frac{d y}{d x}+B y=X
$$

suppose now that $X$ is not zero. The equation is the same as

$$
\begin{gathered}
(D-a)(D-b) y=X=0+X \\
\therefore y=(D-b)^{-1}(D-a)^{-1} 0+(D-b)^{-1}(D-a)^{-1} X .
\end{gathered}
$$

The first term is the solution of the given equation when $X$ is 0 . This therefore forms a part of the required solution; it is called the complementary function, the rem:inder of the solution being called the particular integral. The complementary function will contain two arbitrary constants, and as the complete solution of an equation of the second order cannot contain more, we need not introduce constants in finding the particular integral. If they are introduced they will simply reproduce the complementary function.

Ex. 1. $\left(D^{2}-a^{2}\right) y=e^{a x}$. The c.f. is $c e^{a x}+c e^{-a x}$. The p. i. is

$$
\begin{aligned}
& (D-a)^{-1}(D+a)^{-1} e^{a x}=(D-a)^{-1} e^{-a x} \int e^{a x} \cdot e^{a x} d x \\
& \quad=(D-a)^{-1} e^{-a x} \cdot \frac{e^{2 a x}}{2 a}=12 a(D-a)^{-1} e^{a x} \\
& \quad=\frac{1}{2 a} a x \int e^{-a x} e^{a x} d x=\frac{1}{2 a} e^{a x} x .
\end{aligned}
$$

Hence the complete solution is

$$
y=c e^{a x}+c_{1} e^{-a x}+x e^{a x} / 2 a
$$

$\left[(D+a)^{-1}(D-a)^{-1} e^{a x}\right.$ gives $\frac{1}{2} a^{a x} x-\frac{1}{4 a^{2}} e^{a x}$. The last term is included in the c.f.; hence the results are equivalent.]
2. $\frac{d^{2} y}{d x^{2}}+2 \frac{d y}{d x}+y=e^{2 x}$.

$$
\text { Ans. } y=e^{-x}\left(c x+c_{1}\right)+\frac{1}{9} e^{2 x} \text {. }
$$

3. $\left(D^{2}-1\right) y=5 x+2$.

$$
y=c e^{x}+c_{1} e^{-x}-5 x-2
$$

4. $(D-1)^{2} y=x$.
$y=e^{x}\left(c x+c_{1}\right)+x+2$.
5. $(D-a)^{2} y=e^{a x}$.
$y=e^{a x}\left(c x+c_{1}\right)+\frac{1}{2} x^{2} e^{a x}$.
6. $\left(D^{2}-4 D+3\right) y=x$.
$y=c e^{x}+c_{1} e^{3 x}+\frac{1}{3} x+\frac{4}{9}$.
7. $\left(D^{2}-4 D+3\right) y=x e^{x}$.
$y=c e^{x}+c_{1} e^{3 x}-\frac{1}{4} e^{x}\left(x^{2}+x\right)$.
8. $\left(D^{2}+a^{2}\right) y=e^{a x}$.

$$
\begin{aligned}
\text { The p. i. } & =(D+a i)^{-1}(D-a i)^{-1} e^{a x}, i \equiv \sqrt{-1}, \\
& =(D+a i)^{-1} \frac{e^{a x}}{a(1-i)}=\frac{e^{a x}}{a(1-i) \cdot a(1+i)}=\frac{e^{a x}}{2 a^{2}} .
\end{aligned}
$$

$$
\therefore y=c \cos a x+c_{1} \sin a x+e^{a x} / 2 a^{2} .
$$

259. The last equation, $\left(D^{2}+a^{2}\right) y=e^{a x}$, may also be solved as follows:

Differentiating, $\quad D\left(D^{2}+a^{2}\right) y=a e^{a x}$, and multiplying the given equation by $a$ and subtracting,

$$
(D-a)\left(D^{2}+a^{2}\right) y=0,
$$

a linear equation with the second member zero. The solution of this equation is

$$
y=c \cos a x+c_{1} \sin a x+c_{2} e^{a x}
$$

The first two terms are the c.f. of the given equation; hence $c_{2} e^{a x}$ is the p. i., where $c_{2}$ is to be determined so that $c_{2} e^{a x}$ may satisfy the given equation. Substituting $c_{2} e^{a x}$ for $y$ in the given equation we find $c_{2}=1 / 2 a^{2}$.

Ex. 1. $\left(D^{2}-1\right) y=x^{2}$.
Differentiating three times, $D^{3}\left(D^{2}-1\right) y=0$. The c.f. is $\left(D^{2}-1\right)^{-1} 0=c e^{x}+c_{1} e^{-x}$. The p. i. is $D^{-3} 0=c_{2} x^{2}+c_{3} x+c_{4}$. Substituting this for $y$ in the given equation we find $c_{2}=-1, c_{3}=0, c_{4}=-2$.

$$
\therefore y=c e^{x}+c_{1} e^{-x}-x^{2}-2 .
$$

The p.i. might have been found more quickly by treating $\left(D^{2}-1\right)^{-1}$ as if it were developable by the Binomial Theorem. Thus $\left(D^{2}-1\right)^{-1} x^{2}=-\left(1-D^{2}\right)^{-1} x^{2}=-\left(1+D^{2}+\ldots\right) x^{2}=-\left(x^{2}+2\right)$.
2. $\frac{d^{2} y}{d x^{2}}+a^{2} y=b \sin n x$. Differentiate twice, eliminate the righthand member and show that

$$
y=c \cos a x+c_{1} \sin a x+\frac{b}{a^{2}-n^{2}} \sin n x
$$

If $a=n$, substitute $-b x / 2 n$ for $b /\left(a^{2}-n^{2}\right)$.
3. $\left(D^{2}-2 D+5\right) y=1$. Ans. $y=\frac{1}{5}+e^{x}\left(c \cos 2 x+c_{1} \sin 2 x\right)$.
4. $(D-1)^{2} y=x^{2} . \quad y=e^{x}\left(c x+c_{1}\right)+x^{2}+4 x+6$.
5. $\left(D^{2}-2 D+5\right) y=\sin 2 x$.

$$
y=\frac{1}{1} 7(4 \cos 2 x+\sin 2 x)+e^{x}\left(c \cos 2 x+c_{1} \sin 2 x\right)
$$

## Change of Variable.

260. Equations of the second order, like those of the first order, are sometimes made integrable by a change of variable.

## Change of the dependent variable.

Ex. 1. $x^{\frac{d^{2} y}{d x^{2}}}+x \frac{d y}{d x}-y=x^{3}$.
Let $y=v x$, then $d y=x d v+v d x, d^{2} y=x d^{2} v+2 d v d x$.
Substituting, the equation beenmes

$$
x \frac{d^{2} v}{d x^{2}}+3 \frac{d v}{d x}=x
$$

whence ( 8251 ) $\quad y=\frac{1}{8} x^{3}+c x+c_{1} x^{-1}$.
2. $y \frac{d^{2} y}{d x^{2}}+\binom{d y}{d x}^{2}=1$. Let $y^{2}=v . \quad$ Ans. $y^{2}=x^{2}+c x+c_{1}$.
3. $d^{2} y / d x^{2}=a^{2} x-b^{2} y$. Let $a^{2} x-b^{2} y=v$.

Ans. $b^{2} y=a^{2} x+c \cos b x+c_{1} \sin b x$.
261. Change of the independent variable. First substitute

$$
\begin{equation*}
\frac{d x d^{2} y-d y d^{2} x}{d x^{3}} \tag{1}
\end{equation*}
$$

for $d^{2} y / d x^{2} \quad(\S 70)$. The subsequent change will depend upon the quantity which is to be the inderendent variable. This may be $y$, or a third variable $z, x$ or $y$ being an assigned function of $z$. It must be remembered that the second differential of the independent variable $=0$.
Ex. 1. $x^{2} \frac{d^{2} y}{d x^{2}}+2 x \frac{d y}{d x}+\frac{a^{2} y}{x^{2}}=0$.
Substituting (1) for $d^{2} y / d x^{2}$, (2) becomes

$$
\begin{equation*}
x^{2} \frac{d x d^{2} y-d y d^{2} x}{d x^{3}}+2 x \frac{d y}{d x}+\frac{a^{2} y}{x^{2}}=0 . \tag{3}
\end{equation*}
$$

Let $x=1 / z$ and take $z$ as independent variable. Then $d x=$ $-d z / z^{2}, d^{2} x=2 d z^{2} / z^{3}$. Substituting in (3) we obtain

$$
\begin{gathered}
\frac{d^{2} y}{d z^{2}}+a^{2} y=0, \text { whence } y=c \cos a z+c_{1} \sin a z . \\
\therefore y=c \cos \frac{a}{x}+c_{1} \sin \frac{a}{x} .
\end{gathered}
$$

2. $\frac{d^{2} y}{d x^{2}}+\frac{2 x}{1+x^{2}} \frac{d y}{d x}+\frac{y}{\left(1+x^{2}\right)^{2}}=0$. Let $x=\tan z$.

$$
\text { Ans. } y=\left(c+c_{1} x\right) / \sqrt{1+x^{2}} \text {. }
$$

3. $\frac{d^{2} y}{d x^{2}}-x\binom{d y}{d x}^{3}+e^{y}\left(\frac{d y}{d x}\right)^{3}=0$. Make $y$ the independent variable.

The equation becomes $\frac{d^{2} x}{d y^{2}}+x=e^{y}$, whence

$$
x=c \cos y+c_{1} \sin y+\frac{1}{2} e^{v} .
$$

4. $\left(1-x^{2}\right) \frac{d^{2} y}{d x^{2}}-x \frac{d y}{d x}=2$. Let $x=\sin z$.

$$
\text { Ans. } y=\left(\sin ^{-1} x\right)^{2}+c \sin ^{-1} x+c_{1} .
$$

5. $\left(1-y^{2}\right) \frac{d^{2} y}{d x^{2}}+y\left(\frac{d y}{d x}\right)^{2}-x\left(\frac{d y}{d x}\right)^{3}=0$. Let $y=\sin z, z$ to be the Ans. $x=c y+c_{1} \sqrt{1-y^{2}}$. independent variable.
6. Show that the "homogeneous linear equation" of the second order

$$
x^{2} \frac{d^{2} y}{d x^{2}}+a x \frac{d y}{d x}+b y=f(x)
$$

becomes

$$
\frac{d^{2} y}{d z^{2}}+(a-1) \frac{d y}{d z}+b y=f\left(e^{z}\right)
$$

(a linear equation with constant coefficients) by the substitution $x=e^{z}$.
7. $x^{2} \frac{d^{2} y}{d x^{2}}+2 x \frac{d y}{d x}-2 y=0 . \quad$ Ans. $y=c x+\frac{c_{1}}{x^{2}}$.
8. $x^{2} \frac{d^{2} y}{d x^{2}}-x \frac{d y}{d x}+y=\log x . \quad y=(c x+1) \log x+c_{1} x+2$.
9. $x^{d^{2} y} \frac{d x^{2}}{d x}+x \frac{d y}{d x}+4 y=x^{2}$.

$$
y=c \cos \left(\log x^{2}\right)+c_{1} \sin \left(\log x^{2}\right)+\frac{1}{8} x^{2}
$$

10. $(2+x)^{2} \frac{d^{2} y}{d x^{2}}+3(2+x) \frac{d y}{d x}+y=0$. Let $2+x=e^{3}$.

$$
\text { Ans. } y=(2+x)^{-1}\left[c \log (2+x)+c_{1}\right] \text {. }
$$

## Examples.

1. Find the curve in which the radius of curvature $R$ is equal to and in the same direction as the normal $N$.

$$
R=\frac{\left[1+\left(\frac{d y}{d x}\right)^{2}\right]^{\frac{3}{2}}}{\frac{d^{2} y}{d x^{2}}}=\frac{\left(1+p^{2}\right)^{\frac{3}{2}}}{p \frac{d p}{d y}}, \text { and } N=y \frac{d s}{d x}=y\left(1+p^{2}\right)^{\frac{1}{2}}
$$

Ans. The catenary $y=c \cosh \left(x+c_{1}\right) / c$.
2. Find the curve in which $R=-N$.

Ans. The circle $\left(x+c_{1}\right)^{2}+y^{2}=c^{2}$.
3. Find the curve in which $R=e^{x}$, it being given that $p \doteq 0$ when $x=\infty$. Ans. $y=c-\sec ^{-1} e^{x}$.
4. An elastic string (or spiral spring) is fixed at one end and hangs vertically. A weight is attached at the lower end and descends a distance $a$ to a position of equilibrium $O$. It is then pushed down a further distance $b(<a)$ and released. To find $x$, the distance of the weight from $O$, in terms of the time $t$ from the instant of release.

It is assumed that the weight of the string is negligible, and that tension is proportional to extension (Hooke's Law). Hence, since mass $\times$ acceleration $=$ force, the differential equation of the motion of the weight is

$$
\begin{equation*}
m \frac{d^{2} x}{d t^{2}}=m g-m g \frac{a+x}{a}, \quad \text { or } \quad \frac{d^{2} x}{d t^{2}}=-\frac{g}{a} x . \tag{1}
\end{equation*}
$$

The solution is

$$
x=c \cos \sqrt{g / a} t+c_{1} \sin \sqrt{g / a} t .
$$

When $t=0, x=b$ and $d x / d t$ (the velocity) $=0$. Hence $c=b$ and $c_{1}=0$.

$$
\therefore x=b \cos \sqrt{g / a} t \text {, }
$$

the required result. The values of $x$ are repeated in magnitude and sign after an interval $T$ if $\sqrt{g / a}(t+T)=\sqrt{g / a} t+2 \pi$, i.e., if $T=2 \pi \sqrt{a / g}$. The motion of which (1) is the differential equation is therefore oscillatory (a.simple harmonic motion) and the periodic time $=2 \pi \sqrt{a / g}$. Notice that the total extension of the string at time $t$ is

$$
a+b \cos \sqrt{g / a} t
$$

5. A fine chain of length $2 a$ is placed over a smooth nail, the difference of the lengths on the two sides being $2 b$. Find $x$, the length of the longer side, in terms of the time $t$ from the instant of release.

The whole chain is moved by the weight of the difference of the two sides; hence, $m$ being the mass per unit length, the differential equation of motion is

$$
2 a m \frac{d^{2} x}{d t^{2}}=m g[x-(2 a-x)], \quad \text { or } \quad \frac{d^{2}(x-a)}{d t^{2}}=\frac{g}{a}(x-a)
$$

$$
\text { Ans. } x=a+b \cosh \sqrt{g / a} t .
$$

Show also that the chain will leave the nail in time
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6. Damped vibrations. The differential equation of simple harmonic motion is (as in Ex. 4) $d^{2} x / d t^{2}=-a^{2} x$. If a frictional or other resistance proportional to the speed is applied, the equation is (say)

$$
\frac{d^{2} y}{d t^{2}}=-a^{2} x-2 m \frac{d x}{d t}
$$

where $m$ is a positive constant. If $m<a$ the solution is

$$
x=e^{-m t}\left(c \cos n t+c_{1} \sin n t\right), \quad \text { or } \quad=A e^{-m t} \sin (n t+B),
$$

where $n=\sqrt{a^{2}-m^{2}}$, and $A$ and $B$ are arbitrary constants. For $A=1, B=0, m=\cdot 3$, and $a=1 \cdot 6$,

$$
x=e^{-\cdot s t} \sin 1.57 t, \quad \text { (Fig. 134) }
$$

If $m$ is increased the waves become longer and flatter, and when $m=a$ the solution of the equation is

$$
x=e^{-1 \cdot b t}\left(c x+c_{1}\right),
$$

which for $c=1, c_{1}=0$, is the dotted curve of the figure, the curve being asymptotic to the $t$-axis.
7. Find the distance $x$ which a body of mass $m$ falls from rest in time $t$, assuming that gravity is constant, and that the resistance of the atmosphere varies as the square of the velocity.

Let the resistance be $k$ when the velocity $=1$. Then

$$
m \frac{d^{2} x}{d t^{2}}=m g-k\left(\frac{d x}{d t}\right)^{2} . \quad \text { Ans. } x=\frac{m}{k} \log \cosh \sqrt{\frac{g k}{m}} t .
$$

8. A uniform beam is fixed horizontally at one end, loaded with a weight $w$ per unit length, and subjected at $C$, the centre of the free end, to a vertical force $P$ and a horizontal tensile force $Q$. The origin being at $C$ and the $x$-axis horizontal, the equation of the elastic curve is

$$
E I \frac{d^{2} y}{d x^{2}}-Q y=-P x-\frac{1}{2} w x^{2}
$$

where $E$ and $I$ are constants depending upon the material and form of the beam. Write the equation in the form

$$
\left(D^{2}-a^{2}\right) y=-b x-f x^{2}
$$

where $a \equiv \sqrt{\frac{Q}{E I}}, \quad b \equiv \frac{P}{E I}, \quad f \equiv \frac{w}{2 E I}$.
The c. f. $=c e^{a x}+c_{1} e^{-a x}$. The p.i. can be found by the method of $\S 259$, but more quickly by treating $D^{2}-a^{2}$ as if it were a symbol of quantity. Thus

$$
\begin{gathered}
-\left(D^{2}-a^{2}\right)^{-1}\left(b x+f x^{2}\right)=\frac{1}{a^{2}}\left(1-\frac{D^{2}}{a^{2}}\right)^{-1}\left(b x+f x^{2}\right) \\
=\frac{1}{a^{2}}\left(1+\frac{D^{2}}{a^{2}}+\ldots\right)\left(b x+f x^{2}\right)=\frac{1}{a^{2}}\left(b x+f x^{2}+\frac{2 f}{a^{2}}\right) . \\
\therefore y=c e^{a x}+c_{1} e^{-a x}+\frac{b x}{a^{2}}+\frac{f x^{2}}{a^{2}}+\frac{2 f}{a^{4}} .
\end{gathered}
$$

To determine $c$ and $c_{1}, x=0$ when $y=0$,

$$
\therefore 0=c+c_{1}+2 f / a^{4} \text {. }
$$

Also, since the tangent at the fixed end is horizontal, $d y / d x=0$ when $x=$ the length $l$, very, nearly.

$$
\therefore 0=a\left(c e^{a l}-c_{1} e^{-a l}\right)+b / a^{2}+2 f l / a^{2} .
$$

These two equations may be solved for $c$ and $c_{1}$.
9. If $Q$ (Ex. 8) acts in the opposite direction show that

$$
y=c \cos a x+c_{1} \sin a x+\frac{b x}{a^{2}}+\frac{f x^{2}}{a^{2}}-\frac{2 f}{a^{4}} .
$$

10. Curve of pursuit. To find the path of a dog which runs to overtake his master, both moving with uniform speed, and the latter in a straight line.

Take this line for $y$-axis. When the dog is at $(x, y)$ on the curve, the distance of the man from the origin is $y-p x$ (the intercept of the tangent on the $y$-axis), and by supposition,

$$
\frac{d(y-p x)}{d t}=k \frac{d s}{d t},
$$
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where $k$ is a constant (speed of man $\div$ speed of $\operatorname{dog}$ ).

$$
\therefore-x d p=k \sqrt{1+p^{2}} d x
$$

is the differential equation of the curve. The solution is

$$
\begin{aligned}
2 y & =c_{1}+\frac{c x^{1+k}}{1+k}-\frac{c^{-1} x^{1-k}}{1-k}, \quad \text { if } k \neq 1 \\
& =c_{1}+\frac{1}{2} c x^{2}-c^{-1} \log x, \quad \text { if } k=1
\end{aligned}
$$

The constants $c$ and $c_{1}$ can be determined if the initial conditions are assigned.

If the man starts from $O$, the $\operatorname{dog}$ from any point $A$ on the $x$-axis (see figure), and they meet at $B$, show that the length of the curve $=A C+C B$, where $C$ is the middle point of $O A$.

## APPENDIX.

## Note A. Partial Fractions.

The algebraical sum * of certain fractions being given, it is required to find the fractions.

Case 1. When the factors of the denominator are all of the first degree and unequal.

$$
\text { Ex. } \frac{x^{2}+3 x+1}{x(x-1)(x+2)}
$$

The denominator indicates that this result may be obtained by the addition of three fractions whose denominators are $x, x-1$, $x+2$, respectively; our object then is to find the numerators. Call them $A, B, C . \dagger$

$$
\begin{equation*}
\therefore \frac{x^{2}+3 x+1}{x(x-1)(x+2)}=\frac{A}{x}+\frac{B}{x-1}+\frac{C}{x+2} . \tag{1}
\end{equation*}
$$

Clearing of fractions,

$$
\begin{equation*}
x^{2}+3 x+1=A(x-1)(x+2)+B x(x+2)+C x(x-1) . \tag{2}
\end{equation*}
$$

It is to be noticed that (1), and $\therefore$ (2), is to be an identity and therefore true for all values of $x$. Now, if we give any three successive arbitrary values to $x$ in (2), we shall obtain three equations by solving which, as simultaneous equations, the quantities $A, B, C$ may be found. The arbitrary values should, however, be such as to render these three equations as easy of solution

[^37]as possible. A little inspection will show that this will be accomplished by giving $x$ successive values which make $x, x-1$, and $x+2$ equal to 0 , i.e., by making $x=0,1$, and -2 . We thus get from (2),
\[

$$
\begin{aligned}
& \text { when } x=0, \quad 1=A(-2), \quad \therefore A=-\frac{1}{2} ; \\
& \text { when } x=1, \quad 5=B(3), \quad \therefore B=\frac{5}{3} ; \\
& \text { when } x=-2,-1=C(6), \quad \therefore C=-\frac{1}{6} . \\
& \therefore \frac{x^{2}+3 x+1}{x(x-1)(x+2)}=\frac{-\frac{1}{2}}{x}+\frac{\frac{5}{8}}{x-1}+\frac{-\frac{1}{6}}{x+2} \\
& \\
& =-\frac{1}{2 x}+\frac{5}{3(x-1)}-\frac{1}{6(x+2)^{\circ}} .
\end{aligned}
$$
\]

Case 2. When the factors of the denominator are of the first degree, but two or more of them are equal.

Ex. 1. $\frac{1+3 x}{x(x+1)^{2}}$.
The denominator shows that the partial fractions have denominators $x$ and $(x+1)^{2}$ and (probably) $x+1$. We therefore assume

$$
\begin{gathered}
\frac{1+3 x}{x(x+1)^{2}}=\frac{A}{x}+\frac{B}{x+1}+\frac{C}{(x+1)^{2}} . \\
\therefore 1+3 x=A(x+1)^{2}+B x(x+1)+C x .
\end{gathered}
$$

If $x=0,1=A, \therefore A=1$.
If $x=-1,-2=-C, \quad \therefore C=2$,
and $B$ may be found by giving any value other than 0 and $\mathbf{- 1}$ to $x$, e.g., if $x=1$ we have ( $\because A=1$, and $C=2$ ),

$$
\begin{gathered}
4=1 \times 2^{2}+B \times 2+2 \times 1, \quad \therefore B=-1, \\
\therefore \frac{1+3 x}{x(x+1)^{2}}=\frac{1}{x}-\frac{1}{x+1}+\frac{2}{(x+1)^{2}} .
\end{gathered}
$$

2. $\frac{x+2}{(x+1)(x-1)^{3}}=\frac{A}{x+1}+\frac{B}{x-1}+\frac{C}{(x-1)^{2}}+\frac{D}{(x-1)^{8}}$.
$\therefore x+2=A(x-1)^{3}+B(x+1)(x-1)^{2}+C(x+1)(x-1)+D(x+1)$.
If $x=-1,1=A(-2)^{3}, \therefore A=-\frac{1}{8}$.
If $x=1,3=D(2), \therefore D=\frac{3}{2}$.

To get $B$ and $C$ give $x$ any two arbitrary values other than 1 and -1 ; thus (remembering that $A$ and $D$ are found) if $x=0$,

$$
2=\frac{1}{8}+B-C+\frac{3}{2} \quad \text { or } \quad B-C=\frac{3}{8},
$$

and if $x=3,2 B+C=0$; hence from these two equations

$$
\begin{gathered}
B=\frac{1}{8}, \quad C=-\frac{1}{4} . \\
\therefore \frac{x+2}{(x+1)(x-1)^{3}}=-\frac{1}{8(x+1)}+\frac{1}{8(x-1)}-\frac{1}{4(x-1)^{2}}+\frac{3}{2(x-1)^{3}} .
\end{gathered}
$$

Case 3. When the denominator contains a quadratic factor which cannot be conveniently factorized. We now assume the numerator of the fraction with a quadratic denominator to be of the form $A x+B$. This is equivalent to assuming two fractions with denominators of the first degree and constant numerators.

$$
\left.\begin{array}{l}
\text { Ex. } \frac{1+x}{x\left(1+x^{2}\right)}=\frac{A x+B}{1+x^{2}}+\frac{C}{x} . \quad \therefore 1+x=A x^{2}+B x+C\left(1+x^{2}\right) . \\
\text { If } x=0, \quad 1=C, \quad \therefore C=1 . \\
\text { If } x=1, \quad 2=A+B+2, \quad \therefore A+B=0, \\
\text { If } x=-1,0=A-B+2, \quad \therefore A-B=-2,
\end{array}\right\} \quad \therefore A=-1, \quad \begin{aligned}
& A=1 . \\
& \qquad \therefore \frac{1+x}{x\left(1+x^{2}\right)}=\frac{-x+1}{1+x^{2}}+\frac{1}{x} .
\end{aligned}
$$

If the given denominator had contained the square of $1+x^{2}$, we should have assumed an additional term $\frac{D x+E}{\left(1+x^{2}\right)^{2}}$.

Be ides the methods explained in the above examples others may sometimes be employed with advantage. For instance, in the last example

$$
1+x=A x^{2}+B x+C\left(1+x^{2}\right)
$$

Since the left-and right-hand sides are to be identical, the coefficients of like powers of $x$ on the two sides must be equal; we $\therefore$ have $1=C, 1=B, 0=A+C$, which give the same results as before.

## Note B. Curve Tracing.

1. In order to trace a curve accurately from its equation we must be able to express one of the coördinates in terms of the other, or both in terms of a third variable. When the rectangular equation contains terms of two degrees only, we may substitute $m x$ for $y$ and solve for $x$, and in this way obtain both $x$ and $y$ in terms of $m$. See foot-note, p. 53 .
2. The following suggestions and remarks may be found useful in curve tracing, in order to shorten or verify the work.
(I) Examine the equation for symmetry. When the equation remains unchanged if $-y$ is substituted for $y$ the curve is symmetrical with reference to the line $y=0$ (the $x$-axis), for if the coördinates $(a, b)$ satisfy the equation, $(a,-b)$ will also satisfy it. This will always be the case if the equation contains only even powers of $y$. Similarly the curve is symmetrical with reference to the line $x=0$ (the $y$-axis) if its equation is not altered when $x$ is changed into $-x$.

If the equation is unaltered by changing $x$ into $-x$ and $y$ into $-y$ at the same time, every line drawn through the origin and terminated by the curve is bisected by the origin ; for if ( $a, b$ ) satisfy the equation, $(-a,-b$ ) also satisfy it and the origin is the middle point of the line joining these points. The origin is then called a centre; e.g., in the curves $y=x^{3}, y=\sin x$, etc.

The curve is symmetrical with reference to the line $y=x$ if the equation is unaltered when $x$ is changed into $y$ and $y$ into $x$, e.g., $x^{3}+y^{3}=3 a x y$ (Fig. 28); and it is symmetrical with reference to the line $y=-x$ if we can change $y$ into $-x$ and $x$ into $-y$ without altering the equation, e.g., in $x^{3}-y^{3}=3 a x y$.

If in polar equations the substitution of $-\theta$ for $\theta$ does not alter the equation, the curve is symmetrical with reference to the initial line (e.g., in Figs. 88, 89, 90, 92); and if we may at the same time change $r$ into $-r$ and $\theta$ into $-\theta$ without altering the equation, the curve is symmetrical with
reference to a line through the origin perpendicular to the initial line (e.g., in Figs. 84, 85, 98). The origin is a centre when we can change $r$ into $-r$ without altering the equation (e.g., in Figs. 86, 98).
(II) Find the tangents at the origin (if the origin lie on the curve) and the shape of the curve near the origin ( $\S \S 3$ and 4 below); also, if possible, the points of intersection of the curve and the axes, and the directions of the tangents at these points; the points where the coördinates are maxima or minima ; the points of inflexion; the asymptotes rectilinear or curvilinear, etc.
(III) No straight line can meet a curve of the $n$th degree in more than $n$ points, and therefore no tangent in more than $n-2$ points besides the point of contact, no asymptote in more than $n-2$ points at a finite distance and no line parallel to an asymptote in more than $n-1$ points at a finite distance, no line through a double point in more than $n-2$ other points, etc.
3. The work of tracing a curve from its equation is often considerably lightened by obtaining a preliminary idea of the shape of the curve at certain points.

When the origin is a point on a curve we can find the shape of the curve very near that point by expanding $y$ into a series of ascending powers of $x$. Thus in Fig. 32, $y= \pm x(1+2 x)^{\frac{1}{2}}$, and taking first the + sign we have by the Binomial Theorem,

$$
y=x(1+x-\ldots), \quad \text { or } \quad y=x+x^{2}-\ldots
$$

The term $x$ shows that when $x$ is very small (and $\therefore$ the third and higher powers of $x$ may be neglected) the curve lies above its tangent $y=x$ both when $x$ is + and when $x$ is - ; in fact the curve is, for points near the origin on the branch touching $y=x$, shaped nearly like the parabola $y=x+x^{2}$. Similarly on the other branch $y=-x-x^{2}+\ldots$; hence this branch lies below the tangent on both sides of the origin.

Similarly we may show that in Fig. 34 the curve near the origin is shaped nearly like the parabolas $y=x^{2}, y=-x^{2}$.
4. When it is not convenient or possible to express one coördinate in terms of the other we may proceed as in the following examples:

Ex. 1. In the curve $a^{2}(y-x)(y+x)=-\left(y^{2}+x^{2}\right)^{2}$, Fig. 27, considering first the branch which touches $y-x=0$ ( 852 ) we divide by $a^{2}(y+x)$ and write the equation in the form

$$
\begin{equation*}
y=x-\frac{\left(y^{2}+x^{2}\right)^{2}}{a^{2}(y+x)} \tag{1}
\end{equation*}
$$

For points near the origin on the branch in question $y$ is very nearly equal to $x$, and the fraction in (1) must be very small; we shall get an approximation to its value by substituting $x$ for $y$; this gives

$$
y=x-2 x^{3} / a^{2}
$$

which shows that the curve lies below the tangent when $x$ is + and above it when $x$ is -. For the other branch we write the equation in the form

$$
\begin{equation*}
y=-x-\frac{\left(y^{2}+x^{2}\right)^{2}}{a^{2}(y+x)^{\prime}} \tag{2}
\end{equation*}
$$

and remembering that $y$ is nearly equal to $-x$ we substitute $-x$ for $y$ in the fraction and get

$$
y=-x+2 x^{3} / a^{2}
$$

showing that the curve lies above the tangent when $x$ is + and below when $x$ is - .
2. In the curve $3 a x y=x^{3}+y^{3}$, Fig. 28, the tangents at the origin are $y=0$ and $x=0$. Writing the equation in the form

$$
y=\frac{x^{3}+y^{3}}{3 a x}
$$

we observe that on the branch which touches $y=0$ (the $x$-axis) $y$ is nearly 0 near the origin, and substituting this for $y$ in the
fraction gives $y=x^{2} / 3 a$ for the approximate form of the curve. For the other branch

$$
x=\frac{x^{3}+y^{3}}{3 a y},
$$

and writing 0 for $x$ in the second member we get $x=y^{2} / 3 a$ for the required approximation. Thus the curve is shaped near the origin like a pair of parabolas.
3. Find the approximations to the three branches of the curve $a y(y-\sqrt{3} x)(y+\sqrt{3} x)=x^{4}$, Fig. 36, near the origin.

$$
\text { Ans. } 6 a(y-\sqrt{3} x)=x^{2}, \quad 6 a(y+\sqrt{3} x)=x^{2}, \quad 3 a y=-x^{2} .
$$

4. Also of $a y^{2}(y-x)(y+x)=x^{5}$, Fig. 37.

$$
\text { Ans. } a y^{2}=-x^{3}, \quad 2 a(y-x)=x^{2}, \quad 2 a(y+x)=-x^{2} .
$$

5. Show from these approximations that the radii of curvature at the origin are $\frac{3}{2} a$ and $\pm 24 a$ in Fig. 36 , and $0, \pm 2 \sqrt{2} a$ in Fig. 37 . (Cf. 888, Ex. 2.)
6. The asymptotes of a curve may be obtained by expanding $y$ into a series of descending powers of $x$ (see §57). When it is impossible or difficult to express one of the coördinates in terms of the other we may proceed in a manner similar to that of $\S 4$ above, beginning, however, with the terms of the highest degree instead of those of the lowest. (See § 59.)

Ex. 1. $x^{3}+y^{3}=3 a x y$, Fig. 28. Here $x+y$ is a factor of the terms of the highest degree, and we may write the equation in the form

$$
\begin{equation*}
y=-x+\frac{3 a x y}{x^{2}-x y+y} \tag{1}
\end{equation*}
$$

Now the infinite branch is in the direction of the line $y=-x$, and therefore when $x$ is very large, $y$ is nearly equal to $-x$; hence we shall get an approximation to the fraction in (1) by substituting $-x$ for $y$; this gives

$$
y=-x-a
$$

which is the nearest linear approximation to the curve, and is therefore the equation of the asymptote. Writing $-x-a$ for $y$ in the fraction will give a second approximation, viz.,

$$
y=-x-a+\frac{a^{3}}{3 x^{2}}
$$

from which it appears that the curve lies above the asymptote whether $x$ is + or - .
2. Find by this method the asymptotes of the following curves:
(1) $x^{3}(y-x)=a\left(y^{3}+x^{3}\right) . \quad$ Ans. $y=x+2 a$.
(2) $x y^{2}(y-x)=y^{3}-2 x^{2} y+x^{2}$.
$x=1, \quad y=1, \quad y=x-1$.
(3) $(x+2 y)(x-y)^{2}=6 a^{2}(x+y)$.
$x+2 y=0, \quad x-y= \pm 2 a$.

## Examples.

1. Trace the following curves:*
(1) $y=x\left(x^{2}-1\right)$,
(6) $y^{2}=x^{2}(x-1)$,
(11) $x^{3}+y^{3}=a^{3}$,
(2) $y\left(x^{2}-1\right)=x$,
(7) $x^{3}-y^{3}=3 a x y$,
(12) $x(y-x)=a y^{2}$,
(3) $y\left(1+x^{2}\right)=x$,
(8) $x^{4}+y^{4}=a^{2} x y$,
(13) $x(y-x)^{2}=y^{4}$,
(4) $y^{2}-x^{3}(x+1)$,
(9) $x^{5}+y^{5}=2 a^{3} x y$,
(14) $a^{2} y(x+y)=x^{4}$.
(5) $y^{3}=x^{3}(x-1)$,
(10) $x^{5}+y^{5}=a x^{4}$,
2. Trace the following polar curves:
(1) $r=a \sin 20$,
(6) $r=a \tan \theta$,
(11) $r\left(\theta^{2}-1\right)=a \theta$,
(2) $r \sin 2 \theta=a$,
(7) $r^{2}=a^{2} \theta$,
(12) $r \theta^{2}=a\left(\theta^{2}-1\right)$,
(3) $r=a \sin 3 \theta$,
(8) $r=a \theta^{2}$,
(13) $r\left(\theta^{2}+1\right)=a \theta^{2}$,
(4) $r \sin 3 \theta=a$,
(9) $r \theta^{2}=a$,
(5) $r^{2}=a^{2} \sin 3 \theta$,
(10) $r(1+\theta)=a \theta$,
(14) $r \theta=\tan \theta$.

## Note C. Hyperbolic Functions.

(For definitions and graphs of these functions see Ch. VIII.)

1. The relations connecting the hyperbolic functions are similar to those connecting circular (trigonometrical) functions, and are easily proved by ordinary algebra, etc. Some of them are as follows:

$$
\cosh 0=1, \quad \sinh 0=0, \quad \tanh 0=0, \text { etc. }
$$

$\cosh (-x)=\cosh x, \sinh (-x)=-\sinh x, \tanh (-x)=-\tanh x$, etc.

[^38]$\cosh ^{2} x-\sinh ^{2} x=1, \quad \operatorname{sech}^{2} x=1-\tanh ^{2} x, \operatorname{cosech}^{2} x=\operatorname{coth}^{2} x-1$.
$$
\cosh (x \pm y)=\cosh x \cosh y \pm \sinh x \sinh y
$$ $\sinh (x \pm y)=\sinh x \cosh y \pm \cosh x \sinh y$, $\cosh x+\cosh y=2 \cosh \frac{1}{2}(x+y) \cosh \frac{1}{2}(x-y)$, $\cosh x-\cosh y=2 \sinh \frac{1}{2}(x+y) \sinh \frac{1}{2}(x-y)$, $\sinh x+\sinh y=2 \sinh \frac{1}{2}(x+y) \cosh \frac{1}{2}(x-y)$, $\sinh x-\sinh y=2 \cosh \frac{1}{2}(x+y) \sinh \frac{1}{2}(x-y)$, $\cosh 2 x=\cosh ^{2} x+\sinh ^{2} x$, $=2 \cosh ^{2} x-1=1+2 \sinh ^{2} x$, $\sinh 2 x=2 \sinh x \cosh x$, $\tanh (x \pm y)=\frac{\tanh x \pm \tanh y}{1 \pm \tanh x \tanh y}$, $\tanh 2 x=\frac{2 \tanh x}{1+\tanh ^{2} x}$.
2. The differentials, integrals, etc., are as follows:
$d \sinh x=\cosh x d x, \quad \int \cosh x d x=\sinh x$. $d \cosh x=\sinh x d x, \quad \int \sinh x d x=\cosh x$.
$d \tanh x=\operatorname{sech}^{2} x d x, \quad \int \operatorname{sech}^{2} x d x=\tanh x$.
$d \operatorname{coth} x=-\operatorname{cosech}^{2} x d x, \quad \int \operatorname{cosech}^{2} x d x=-\operatorname{coth} x$.
$d \operatorname{sech} x=-\operatorname{sech} x \tanh x d x, \quad \int \operatorname{sech} x \tanh x d x=-\operatorname{sech} x$.
$d \operatorname{cosech} x=-\operatorname{cosech} x \operatorname{coth} x d x, \int \operatorname{cosech} x \operatorname{coth} x d x=-\operatorname{cosech} x$.
$d \sinh ^{-1} \frac{x}{a}=\frac{d x}{\sqrt{x^{2}+a^{2}}}, \int \frac{d x}{\sqrt{x^{2}+a^{2}}}=\sinh ^{-1} \frac{x}{a}=\log \left(\frac{x+\sqrt{x^{2}+a^{2}}}{a}\right)$.
$d \cosh ^{-1} \frac{x}{a}=\frac{d x}{\sqrt{x^{2}-a^{2}}}, \int \frac{d x}{\sqrt{x^{2}-a^{2}}}=\cosh ^{-1} \frac{x}{a}=\log \left(\frac{x+\sqrt{x^{2}-a^{2}}}{a}\right)$.
$d \tanh ^{-1} \frac{x}{a}=\frac{a d x}{a^{2}-x^{2}}, x|<| a$,
$$
\int \frac{d x}{a^{2}-x^{2}}(x|<| a)=\frac{1}{a} \tanh ^{-1} \frac{x}{a}=\frac{1}{2 a} \log \left(\frac{a+x}{a-x}\right) .
$$
$d \operatorname{coth}^{-1} \frac{x}{a}=\frac{a d x}{a^{2}-x^{2}}, \quad x|>| a$,
$$
\int \frac{d x}{a^{2}-x^{2}}(x|>| a)=\frac{1}{a} \operatorname{coth}^{-1} \frac{x}{a}=\frac{1}{2 a} \log \left(\frac{x+a}{x-a}\right)
$$
$d \operatorname{sech}^{-1} \frac{x}{a}=-\frac{a d x}{x \sqrt{a^{2}-x^{2}}}$,
$$
\int \frac{d x}{x \sqrt{a^{2}-x^{2}}}=-\frac{1}{a} \operatorname{sech}^{-1} \frac{x}{a}=\frac{1}{a} \log \left(\frac{x}{a+\sqrt{a^{2}-x^{2}}}\right)
$$
$d \operatorname{cosech}^{-1} \frac{x}{a}=-\frac{a d x}{x \sqrt{a^{2}+x^{2}}}$,
\[

$$
\begin{gathered}
\int \frac{d x}{x \sqrt{a^{2}+x^{2}}}=-\frac{1}{a} \operatorname{cosech}^{-1} \frac{x}{a}=\frac{1}{a} \log \left(\frac{x}{a+\sqrt{a+x}}\right) \\
\sinh x=x+\frac{x^{3}}{3!}+\frac{x^{5}}{5!}+\ldots \\
\cosh x=1+\frac{x^{2}}{2!}+\frac{x^{4}}{4!}+\ldots \\
\tanh ^{-1} x=x+\frac{x^{3}}{3}+\frac{x^{5}}{5}+\ldots \\
\sinh ^{-1} x=x-\frac{1}{2} \frac{x^{3}}{3}+\frac{1.3}{2.4} \frac{x^{5}}{5}-\frac{1.3 .5}{2.4 .6} \frac{x^{7}}{7}+\ldots
\end{gathered}
$$
\]

If $i \equiv \sqrt{-1}, \cos i x=\cosh x, \sin i x=i \sinh x, \cosh i x=\cos x$. $\sinh i x=i \sin x$.
3. At any point of an ellipse $\frac{x^{2}}{a^{2}}+\frac{y}{b}=1$ (Fig. 136) we may put $x=a \cos u, y=b \sin u$, since $\cos ^{2} u+\sin u=1$. In this


Fig. 136.
case $u=2$ area $A O P / a b$ (see Ex. 14, p. 162); it also $=$ the eccentric angle $A O Q$.
At any point of a hyperbola $\frac{x^{2}}{a^{2}}-\frac{y}{b^{2}}=1$ (Fig. 137) we may put $x=a \cosh u, y=b \sinh u$, since $\cosh ^{2} u-\sinh ^{2} u=1$. In this case $u=2$ area $A O P / a b=\log \left(\frac{x}{a}+\frac{y}{b}\right)$, (see Ex. 14, p. 140).


Fig. 137.


Fig. 138.

If $b=a$ the ellipse becomes the circle $x^{2}+y^{2}=a^{2}$, and the hyperbola the equilateral hyperbola $x^{2}-y^{2}=a^{2}$. Also $u$ is in both cases the measure of the area of the sector $A O P$ when $\frac{1}{2} a^{2}$ is taken as unit area. The circular and hyperbolic
functions may be defined in terms of $u$, and corresponding to

$$
y / a=\sin u, \quad x / a=\cos u, \quad y / x=\tan u, \quad \text { etc., }
$$

for the circle, we have

$$
y / a=\sinh u, \quad x / a=\cosh u, \quad y / x=\tanh u, \quad \text { etc., }
$$

for the equilateral hyperbola.
4. Gudermannian. If $z=\log \tan \left(\frac{1}{4} \pi+\frac{1}{2} \theta\right)$ or $\log (\sec \theta+$ $\tan \theta), \theta$ is called the gudermannian of $z(\operatorname{gd} z)$ and $z=\mathrm{gd}^{-1} \theta$.

Since $e^{z}=\sec \theta+\tan \theta, \therefore e^{-z}=\sec \theta-\tan \theta$. Hence $\cosh z=\sec \theta, \sinh z=\tan \theta, \tanh z=\sin \theta$, etc. Thus if $\theta$ is tabulated for values of $z$ the hyperbolic functions may be obtained from a table of circular functions.

Differentiating one of the relations connecting $\theta$ and $z$, we obtain $d \theta=\operatorname{sech} z d z$, or $d z=\sec \theta d \theta$.
$\therefore d(\operatorname{gd} z)=\operatorname{sech} z d z$, and $d\left(\operatorname{gd}^{-1} \theta\right)=\sec \theta d \theta$.
The inverse gudermannian is also written $\lambda(\theta)$ and called the lambda function, i.e.,

$$
\lambda(\theta)=\log \tan \left(\frac{1}{4} \pi+\frac{1}{2} \theta\right)=\log (\sec \theta+\tan \theta) .
$$

Ex. Show that $\tanh \frac{1}{2} z=\tan \frac{1}{2} \theta$.
5. In the equilateral hyperbola $x^{2}-y^{2}=a^{2}$, Fig. 138, let $u$ be, as in $\S 3$ above, the area of the sector $A O P$ in terms of $\frac{1}{2} a^{2}$ as unit area. From the foot $M$ of the ordinate $M P$ draw $M B$ tangent to the circle $x^{2}+y^{2}=a^{2}$. Then $x / a=\cosh u$ and also $=\sec \theta . \therefore \theta$ is the gudermannian of $u$. It may also be proved that (1) $M B=y$, (2) $\tanh u=\tan \Lambda O P=\sin 0$, (3) the line through $O$ parallel to $B P$ bisects both sectors $A O B, A O P$, and the chord $A P$.

## Note D. Mechanical Integration.

1. Sign of an area. Let a straight line $A B$ of constant length move in a plane to any other position $A^{\prime} B^{\prime}$, thus describing or sweeping out an area. Let it be agreed that any portion of $A B$ describes a positive or a negative area according as, when viewed from $A$, it moves toward the left or the right. Thus the whole area is + in Fig. 139, - in Fig. 140, while in Fig. 141, $B O B^{\prime}$ is + and $A O A^{\prime}$ is -.


Fig. 139.


Fig. 140.


Fig. 141.
2. Measurement of the area. $A B$ can be moved to any other position $A^{\prime} B^{\prime}\left(\right.$ Fig. 142) by (1) a translation to $A^{\prime} D$, during which the points in $A B$ describe straight lines, and (2) a rotation about $A^{\prime}$, during which the points describe arcs of circles. The middle point $M$ of $A B$ moves first to $F$ and then to $M^{\prime}$. Take $M E$ perpendicular to $A B$. The area of the parallelogram $A D=A B . M E$, the area of the sector $D A^{\prime} B^{\prime}=A^{\prime} D . F M^{\prime}$; hence the whole area $=$ $A B\left(M E+F M^{\prime}\right)$, i.e., $A B \times$ the total normal displacement of its middle point.

Suppose a wheel to be attached to $A B$ at $M$ with its axis in the direction $A B$, and that suitable graduations record the number of revolutions and parts of a revolution which the wheel makes. Let $n$ be this number, i.e., the change of reading of the recording circles between the time of starting and any subsequent time. Let $c=$ the length of the circumference of the wheel; then $c n$ is the distance
rolled through by a point in the circumference of the wheel. Take $b$ for the length of $A B$. During the motion of translation the wheel rolls over $M E$ and slides through $E F$, during the rotation it rolls over $F M^{\prime}$. Hence the total normal displacement of $M=c n$, and the total area described by $A B=b c n$.

If, as in Figs. 139, 140, 141, $A$ and $B$ describe curves, imagine the motion to be a combined translation and rotation with infinitesimal displacements, any of which may be negative as well as positive. Then the rate at which the area is described is $b \times$ rate of normal displacement of $M$,


Fig. 142.


Fig. 143.
and hence the total resultant area $=b \times$ total normal displacement of $M=b c n$.
3. Consider now the effect of putting the wheel at any point $L$ in $A B$, Fig. 142. The distance rolled over by the wheel is now $L G+H L^{\prime}$, and hence the normal displacement of $M=c n+F M^{\prime}-H L^{\prime}=c n+\left(A^{\prime} F-A^{\prime} H\right) \theta=c n+h \theta$, if $L M=h$. In a circle (Fig. 143) of radius $h$ draw $O P, O P^{\prime}$ parallel to $A B, A^{\prime} B^{\prime}$. Then $h \theta=P P^{\prime}$. Hence the area described by $A B=b\left(c n+P P^{\prime}\right)$, and if $A B$ moves to any new position to which $O Q$ is parallel, the resultant area swept out $=b(c n+P Q)$. If $A B$ moves about, turns back, and finally returns to its first position, $Q$ returns to $P$ and the resultant area $=b c n$, as if the wheel were at $M$. But if $A B$ makes a complete revolution and returns to its first position the resultant area $=b(c n+2 \pi h)$.
4. Closed curves. Let a straight line move so that its extremities describe any closed curves. Then in cull cases the area swept out by the line will be equal to the arithmetical difference of the areas of the curves described by its extremities.

When the areas are without one another, one will be described on the whole positively and the other on the whole negatively, while the area between them, if swept out at all, will be swept both positively and negatively. When they intersect, the common portion, in so far as it is swept at all, will be swept both positively and negatively;


Fig. 144. the rest as before. When one curve lies entirely inside the other, the portion of the former which is swept at all will be swept both positively and negatively.
5. Amsler's polar planimeter consists essentially of two bars, $C A, A B$, hinged at $A$, a recording wheel being attached


Fig. 145. to $A B$ at any point $L . \quad C$ is fixed while $B$ is moved round a curve. But if $A$ is constrained to move along any line - whether straight or curved-without enclosing any area, the area of the curve traced out by $B$ is equal to the resultant area swept out by $A B$, and hence will be $b c n$ if $A B$ returns to its starting place without making a complete revolution. But if $C$ lies inside the curve described by $B, A B$ makes a complete revolution, and the area of the curve described by $B$

$$
\begin{aligned}
& =b(c n+2 \pi h)+\text { circle described by } A \\
& =b(c n+2 \pi h)+\pi a^{2}=b c\left(n+\frac{2 \pi b h+\pi a^{2}}{b c}\right)
\end{aligned}
$$

The second term in the parentheses is constant (independent of $n$ ) and should be engraved on, or otherwise supplied with, the instrument. This number is then to be looked upon as a correction to $n$ when the planimeter makes a complete revolution. $2 \pi b h+\pi a^{2}$ is evidently the area of the circle described by $B$ when $n$ remains $=0$, i.e., when the instrument is set so that the wheel slides without rolling, or when the perpendicular from $C$ on $A B$ passes through the wheel.

By sliding the bar $A B$ through a sleeve to which the hinge and the wheel are attached, its length may be altered and the instrument adapted to different units. Thus if the circumference of the wheel $=c$ centimetres, and $b$ is taken $=100 / c, b c n=100 n$, and hence the area is found in square centimetres by multiplying $n$ by 100 . Similarly if the circumference of the wheel is $c$ inches and $b$ is taken $=10 / c$, the area $b c n /=10 n$ square inches.
6. As we proceed from $B$ to $C$ by way of $P$, Fig. 146, $x$ changes from $O D$ to $O E$, and $\int y d x$ is the area $D B P C E$; but if we proceed from $C$ to $B$ by way of $P^{\prime}$, each element of area such as $y d x$ is negative since $d x$ is negative, and hence $\int y d x$ is the area $C E D B$, but is negative. Hence if we sum the elements such as $y d x$ in the order of proceeding clockwise round the curve, the result $=D B P C E-D B P^{\prime} C E=$ $B P C P^{\prime}$, the area of the curve. Let $\Lambda=$ this area, $M=$ the sum of the moments of the elements of the area with respect to $O X, I=$ the moment of inertia of the area with respect to $O X$. Then
$A=\int y d x, \quad M=\int y d x \cdot \frac{y}{2}=\frac{1}{2} \int y^{2} d x, \quad I=\int y d x \cdot \frac{y^{2}}{3}=\frac{1}{3} \int y^{3} d x$.
7. Amsler's mechanical integrator. In this instrument one end of a sweeping bar FP traces a closed curve, while the other end is constrained to describe a straight line $O X$. Hence this part of the instrument is virtually a planimeter, and the area $\Lambda=b c_{1} n$, where $b$ is the length of $F P, c_{1}$ the cir-
cumference of the wheel $W_{1}$ which $F P$ carries, and $n_{1}$ the change of reading of this wheel when the circuit of the curve has been made. $F P$ also turns two ares of centre $F$ and radii $2 a$ and $3 a$, which turn circles each of radius $a$, the circles carrying wheels $W_{2}$ and $W_{3}$. The three wheels roll simultaneously on the plane containing the diagram to be integrated. When the axis of $W_{1}$ makes an angle $\theta$ with $O X$


Fig. 146.
the axes of $W_{2}$ and $W_{3}$ make angles $\frac{1}{2} \pi-2 \theta$ and $3 \theta$, respectively, with the same line.

For $y$ substitute $b \sin \theta$. Then

$$
A=b \int \sin \theta d x, \quad M \Rightarrow \frac{1}{2} b^{2} \int \sin ^{2} \theta d x, \quad I=\frac{1}{3} b^{3} \int \sin ^{3} \theta d x
$$

Now $2 \sin \theta=1-\cos 2 \theta=1-\sin \left(\frac{1}{2} \pi-2 \theta\right)$,
and $\sin 3 \theta=3 \sin \theta-4 \sin ^{3} \theta$, or $\sin ^{3} \theta=\frac{3}{4} \sin \theta-\frac{1}{4} \sin 3 \theta$.
$\therefore M=\frac{1}{4} b^{2} \int\left[1-\sin \left(\frac{1}{2} \pi-2 \theta\right)\right] d x=-\frac{1}{4} b \int \sin \left(\frac{1}{2} \pi-2 \theta\right) d x$,
since $d x=0$ for the complete circuit of the curve.
Also,

$$
\begin{aligned}
I & =\frac{1}{3} b^{3} \int\left(\frac{3}{4} \sin \theta-\frac{1}{4} \sin 3 \theta\right) d x \\
& =\frac{1}{4} b^{3} \int \sin \theta d x-\frac{1}{12} b^{2} \int \sin 3 \theta d x
\end{aligned}
$$

But $A=b c_{1} n_{1}, \therefore \int \sin \theta d x=c_{1} n_{1}$, i.e., when the axis of a wheel makes an angle $\theta$ with $O X, \int \sin \theta d x=c_{1} n_{1}$. But the axes of the other wheels make angles $\frac{1}{2} \pi-2 \theta$ and $3 \theta$ with $O X$.

$$
\begin{aligned}
& \therefore \int \sin \left(\frac{1}{2} \pi-2 \theta\right) d x=c_{2} n_{2}, \quad \text { and } \int \sin 3 \theta d x \quad c_{3} n_{3} . \\
& \therefore A=b c_{1} n_{1}, \quad M=\frac{1}{4} b^{2} c_{2} n_{2}, \quad I=\frac{1}{4} b^{3} c_{1} n_{1}-\frac{1}{12} b^{3} c_{3} n_{3} .
\end{aligned}
$$

In the instrument under discussion the maker has taken $b=2$ decimetres, $c_{1}=\frac{1}{2}$ dec., $c_{2}=c_{3}=\frac{3}{5}$ dec.

$$
\therefore A=n_{1}, \quad M=\frac{3}{5} n_{2}, \quad I=n_{1}-\frac{2}{5} n_{3} .
$$

The height $\bar{y}$ of the centre of gravity of the area above $O X=M / A$, and the moment of inertia with respect to an axis through the centre of gravity and parallel to $O X=I-A \bar{y}^{2}=I-M^{2} / A$.

Results may be changed from decimetres to inches by multiplying $\bar{y}$ by $a, A$ by $a^{2}, M$ by $a^{3}$, and $I$ by $a^{4}$, where $a=3.937$, the number of inches in a decimetre; $a^{2}=15.500$, $a^{3}=61 \cdot 023, a^{4}=240 \cdot 290$.

## MISCELLANEOUS EXAMPLES.

1. Prove Leibnitz's theorem for the $n$th differential of a product:

$$
d^{n}(u v)=\left(d^{n} u\right) v+n d^{n-1} u d v+\frac{n(n-1)}{2!} d^{n-2} u d^{2} v+\ldots+u d^{n} v .
$$

[By induction from $d(u v)=v d u+u d v$.]
2. If $y^{2}=a^{2}+2 x y, d^{2} y / d x^{2}=a^{2} /(y-x)^{3}$ and $d^{2} x / d y^{2}=-a^{2} / y^{3}$.
3. The maximum value of $\left(\frac{1}{x}\right)^{x^{2}}=1 \cdot 202$.
4. Show that the turning points of the curve $y=\sin x^{-1}$ are where $x=2 /(n \pi), n$ being any odd integer. (The number when $x=0$ from any assigned value is therefore infinite.)
5. Given the volume of a right circular cylinder, show that the surface is a minimum when the altitude $=$ the diameter.
6. The height of the greatest rectangle which can be inscribed in a given right segment of a parabola is two-thirds of the height of the segment.
7. Find the area of the rectangle circumscribing the loops of the curve $a y^{3}-3 a x^{2} y=x^{4}$ (Fig. 36).

Ans. $9 a^{2}$.
8. $\int_{0}^{\frac{\pi}{4}} \sin ^{4} \theta d \theta=\cdot 045$.
9. $\int_{0}^{\frac{\pi}{4}} \tan ^{4} \theta d \theta=\cdot 119$.
10. $\int_{0}^{\frac{\pi}{4}} \sec ^{4} \theta d \theta=1 \frac{1}{3}$.
11. $\int_{1}^{\infty} \frac{d x}{x^{2}+x^{4}}=\cdot 215$.
12. $\int_{0}^{1} \frac{d x}{1+x+x^{2}}=\cdot 605$.
13. $\int_{0}^{\infty} \frac{d x}{\left(1+x^{2}\right)^{3}}=\frac{3 \pi}{16}$.
14. $\int_{0}^{a} \frac{x^{2} d x}{\left(x^{2}+a^{2}\right)^{\frac{3}{2}}}=\cdot 174$.
15. $\int_{0}^{\frac{\pi}{3}} \frac{d x}{\cos x}=1 \cdot 317$.
16. $\int_{0}^{\frac{\pi}{3}} \frac{d x}{\cos ^{2} x}=1.732$.
17. $\int_{0}^{\frac{\pi}{3}} \frac{d x}{\cos ^{3} x}=2 \cdot 391$.
18. $\int_{0}^{\frac{\pi}{3}} \frac{d x}{\cos ^{4} x}=3.464$.
19. $\int_{-1}^{-2} \sin ^{2} x d x=\cdot 002$.
20. $\int_{0}^{\frac{1}{2}} \sec x d x=522$.
22. $\int_{0}^{\frac{\pi}{2}} \frac{d x}{(1+\cos x)^{2}}=\frac{2}{3}$.
24. $\int_{0}^{\frac{\pi}{2}} \frac{1-\cos ^{3} x}{\sin ^{2} x} d x=2$.
26. $\int_{a}^{b} \frac{d x}{\sqrt{(x-a)(b-x)}}=\pi$.
28. $\int_{0}^{\frac{\pi}{2}} \frac{d x}{2+\cos x}=604$.
30. $\int_{0}^{1} \frac{x d x}{(x+1)\left(x^{2}+1\right)}=219$.
32. $\int_{0}^{1} x^{\frac{3}{2}}(1-x)^{\frac{3}{2}} d x=\frac{3 \pi}{128}$.
34. $\int \frac{\cos \frac{1}{2} \theta}{\sin \theta} d \theta=\lambda\left(\frac{\theta-\pi}{2}\right)$.
36. $\int_{0}^{\infty} e^{-a x} \cos m x d x=\frac{a}{a^{2}+m^{2}}$. 37. $\int_{0}^{1} \frac{d x}{x^{2}+2 x \cos \alpha+1}=\frac{\alpha}{2 \sin \alpha}$.
38. $\int_{0}^{\pi}\left(\frac{x^{2}}{2 \pi}-x\right) \cos m x d x=\frac{1}{m^{2}}$.
39. $\int \frac{d \theta}{a^{2} \cos ^{2} \theta+b^{2} \sin ^{2} \theta}=\frac{1}{a b} \tan ^{-1}\left(\frac{b}{a} \tan \theta\right)$.
40. $\int \frac{d x}{\sqrt{x+a}+\sqrt{x+b}}=\frac{2}{3} \frac{(x+a)^{\frac{3}{2}}-(x+b)^{3}}{a-b}$.
41. $£_{n=\infty}\left(\frac{n}{n^{2}+1^{2}}+\frac{n}{n^{2}+2^{2}}+\ldots+\frac{n}{2 n^{2}}\right)=\int_{0}^{1} \frac{d x}{1+x^{2}}=\frac{\pi}{4}$.

Let $1 / n=d x$.
42. The area of the evolute of the ellipse $=\frac{3}{8} \frac{\left(a^{2}-b^{2}\right)^{2}}{a b} \pi$.
43. A cycloid revolves about its axis of symmetry. Show that the volume of the solid is $\pi a^{3}\left(\frac{3}{2} \pi^{2}-\frac{8}{3}\right)$ and that the convex surface is $8 \pi a^{2}\left(\pi-\frac{4}{8}\right)$.
44. A hemispherical bowl of 1 ft . radius is filled with water which then runs out of an orifice at the bottom $\frac{1}{2}$ sq. in. in sectional area. Find the time of emptying, assuming that the velocity at the orifice $=\sqrt{2 g x}$, where $x$ is the height of the surface of the water above the orifice.

Ans. 1 m .46 s.
45. Find the centre of gravity of the area between the curve $(x / a)^{\frac{1}{2}}+(y / b)^{\frac{1}{2}}=1$ and the axes. Ans. $\bar{x}=\frac{1}{5} a, \bar{y}=\frac{1}{5} b$.
46. Prove that $\lambda(x)=x+\frac{x^{3}}{3!}+\frac{x^{5}}{4!}+\ldots$.
47. $x \sin x=1-\frac{1}{2} \cos x=2 \sum_{n=2}^{n=\infty} \frac{\cos n \pi \cos n x}{n^{2}-1}$, for $[-\pi, \pi]$.
48. $x \cos x=-\frac{1}{2} \sin x+2 \sum_{n=2}^{n=\infty} \frac{(-1)^{n} n \sin n x}{n^{2}-1}$, for $]-\pi, \pi[$.
49. $x^{3}=\frac{\pi^{3}}{4}+\frac{6}{\pi} \sum_{n=1}^{n=\infty}\left[\frac{\pi^{2}}{n^{2}} \cos n \pi+\frac{2}{n^{4}}(1-\cos n \pi)\right] \cos n x$, for $[0, \pi]$.

Hence prove that $\frac{1}{1^{4}}+\frac{1}{3^{4}}+\frac{1}{5^{4}}+\ldots=\frac{\pi^{4}}{96}, \frac{1}{1^{4}}+\frac{1}{2^{4}}+\frac{1}{3^{4}}+\ldots=\frac{\pi^{4}}{90}$.
50. Find (1) the area, and (2) the length, of one loop of the curve $r^{n}=a^{n} \cos n \theta$.
Ans. (1) $\frac{\sqrt{\pi} a^{2}}{2} \frac{\Gamma\left(\frac{1}{n}+\frac{1}{2}\right)}{\Gamma\left(\frac{1}{n}\right)}$,
(2) $\frac{\sqrt{\pi} a}{n} \frac{\Gamma\left(\frac{1}{2 n}\right)}{\Gamma\left(\frac{1}{2 n}+\frac{1}{2}\right)}$.
51. Find the area in the first quadrant between the axes and the curve $\left(\frac{x}{a}\right)^{n}+\left(\frac{y}{b}\right)^{n}=1$.

$$
\text { Ans. } \frac{\left[\Gamma\left(1+\frac{1}{n}\right)\right]^{2}}{\Gamma\left(1+\frac{2}{n}\right)} a b
$$

Show that the area $\doteq a b$ when $n$ is infinite.
52. Find the area of $x^{3}+y^{3}=a^{3}$ in the first quadrant, and the whole area of $x^{4}+y^{4}=a^{4}$. Ans. $0 \cdot 883 a^{2}, 3 \cdot 708 a^{2}$.
53. Find the area of one oval of the curve $y^{2}=a^{2} \sin (x / b)$. Ans. 4.792ab.
54. Show that $\int_{0}^{\frac{\pi}{2}} \sqrt{\sin \theta} d \theta \cdot \int_{0}^{\frac{\pi}{2}} \frac{d \theta}{\sqrt{\sin \theta}}=\pi$.
55. The curve $r^{m} \cos m \theta=a^{m}$ rolls on a straight line. To find the differential equation of the locus of the polar origin.

Let the straight line be taken as $x$-axis, and the polar origin be at $(x, y)$. Then $r=$ the normal at $(x, y)$, and $y=$ the perpendicular on the tangent at $(\theta, r)$. Hence

$$
u=\frac{1}{y^{\sqrt{1+p^{2}}}}, \quad \frac{1}{y^{2}}=u^{2}+\left(\frac{d u}{d \theta}\right)^{2}, \quad a^{m} u^{m}=\cos m \theta
$$

Eliminate $u$ and $\theta$ and show that $\left(1+p^{2}\right)^{1-m}=(y / a)^{2 m}$.
56. A parabola rolls on a straight line. Show that the focus describes a catenary.
57. Find the centre of gravity of the arc of the quadrant of an ellipse (semi-axes $a$ and $b$, eccentricity $e$ ).

$$
\text { Ans. } \begin{aligned}
\bar{x} & =\frac{a}{2}\left(1+\frac{1}{2 e}\left(1-e^{2}\right) \log \frac{1+e}{1-e}\right) / E\left(e, \frac{1}{2} \pi\right), \\
\bar{y} & =\frac{b}{2}\left(\sqrt{1-e^{2}}+\frac{1}{e} \sin ^{-1} e\right) / E\left(e, \frac{1}{2} \pi\right) .
\end{aligned}
$$

58. An ellipse (eccentricity $e$ ) and a circle have equal areas. Find the ratio of their circumferences. Ans. $\frac{2 L^{\prime}\left(e, \frac{1}{2} \pi\right)}{\pi\left(1-e^{2}\right) \frac{1}{t}}$.
59. Find the curves which make an angle $\alpha$ with the curves

$$
\begin{aligned}
& r^{n}=a^{n} \cos n \theta, \quad r^{n} \cos n \theta=a^{n} . \\
& \text { Ans. } r^{n}=c^{n} \cos (n \theta+\alpha), \quad r^{n} \cos (n \theta-\alpha)=c^{n} .
\end{aligned}
$$

60. Given $\frac{d x}{d t}-\frac{d y}{d t}+y=\sin 2 t, \frac{d x}{d t}+\frac{d y}{d t}+x=0$, show that

$$
\begin{aligned}
& x=c e^{\frac{t}{\sqrt{2}}}+c_{1} e^{-\frac{t}{\sqrt{2}}}-\frac{2}{y} \cos 2 t, \\
& y=-(\sqrt{2}+1) c e^{\frac{t}{\sqrt{2}}}+(\sqrt{2}-1) c_{1} e^{-\frac{t}{\sqrt{2}}}+\frac{1}{8} \sin 2 t+\frac{\rho}{\theta} \cos 2 t .
\end{aligned}
$$
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9. POWERS, NAPIERIAN LOGARITHMS, ETC.

| $x$ | $x^{-1}$ | $x^{2}$ | $x^{3}$ | $x^{\frac{1}{2}}$ | (10 $x$ ) $\frac{1}{2}$ | $x^{\frac{1}{3}}$ | $\log _{e} x$ | $\log _{e}(10 x)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $0^{\circ} \mathrm{I}$ | 10 | 0.01 | 0.001 | 0.316 | I $\cdot 000$ | 0.464 | -2.303 | 0.000 |
| 0.2 | 5.000 | 0.04 | 0.008 | 0.447 | I. 414 | 0.585 | - I. 609 | 0.693 |
| $0 \cdot 3$ | 3. 333 | 0.09 | 0.027 | 0.548 | I-732 | 0.696 | - I. 204 | I-099 |
| 0.4 | $2 \cdot 500$ | $0 \cdot 16$ | 0.064 | 0.632 | $2 \cdot 000$ | 0.737 | $-0.916$ | I-386 |
| $0 \cdot 5$ | 2.000 | 0.25 | 0.125 | 0.707 | $2 \cdot 236$ | 0.794 | $-0.693$ | I. 609 |
| 0.6 | I. 667 | 0.36 | 0.216 | 0.775 | $2 \cdot 449$ | 0.843 | -0.511 | 1.792 |
| $0 \cdot 7$ | I. 429 | 0.49 | - 343 | 0.837 | $2 \cdot 646$ | 0.888 | -0.357 | I. 946 |
| 0.8 | I 250 | 0.64 | 0.512 | 0.894 | $2 \cdot 828$ | 0.928 | -0.223 | 2.079 |
| $0 \cdot 9$ | I $\cdot 111$ | 0.8 I | 0.729 | 0.949 | 3.000 | 0.965 | -0.105 | 2.197 |
| I'0 | I $\cdot 000$ | I.00 | I. 000 | I. 000 | $3 \cdot 162$ | 1.000 | 0.000 | $2 \cdot 303$ |
| I'I | 0.909 | 1.2I | 1-33I | I. 049 | $3 \cdot 317$ | I.032 | 0.095 | 2. 398 |
| $1 \cdot 2$ | 0.833 | I. 44 | I. 728 | I. 095 | $3 \cdot 464$ | I.063 | 0.182 | $2 \cdot 485$ |
| I'3 | 0.769 | I. 69 | $2 \cdot 197$ | I. 140 | $3 \cdot 606$ | I.091 | 0.262 | $2 \cdot 565$ |
| $1 \cdot 4$ | 0.714 | I. 96 | $2 \cdot 744$ | I. 183 | $3 \cdot 742$ | I-II9 | 0.336 | $2 \cdot 639$ |
| $1 \cdot 5$ | 0.667 | $2 \cdot 25$ | 3. 375 | I. 225 | $3 \cdot 873$ | I. 145 | 0.405 | $2 \cdot 708$ |
| I•6 | 0.6 | $2 \cdot 56$ | $4 \cdot 096$ | I-265 | 4.000 | I. 170 | 0.470 | 2.773 |
| 1.7 | 0.588 | $2 \cdot 89$ | $4 \cdot 913$ | I. 304 | $4 \cdot 123$ | I - 193 | - .531 | 2.833 |
| I-8 | 0.556 | 3.24 | $5 \cdot 832$ | I-342 | $4 \cdot 243$ | I. 216 | 0.588 | 2.890 |
| I. 9 | 0.526 | $3 \cdot 6 \mathrm{I}$ | $6 \cdot 859$ | I. 378 | 4-359 | I• 239 | 0.642 | $2 \cdot 944$ |
| 20 | 0.500 | $4 \cdot 00$ | 8.000 | I. 414 | $4 \cdot 472$ | I $\cdot 260$ | 0.693 | 2.996 |
| $2 \cdot 1$ | 0.476 | 4.4 I | $9 \cdot 261$ | I. 449 | $4 \cdot 583$ | I. 281 | 0.742 | $3 \cdot 045$ |
| $2 \cdot 2$ | 0.455 | $4 \cdot 84$ | $10 \cdot 648$ | I. 483 | $4 \cdot 690$ | I-301 | 0.788 | 3.091 |
| $2 \cdot 3$ | 0.435 | 5.29 | 12.167 | 1.517 | 4.796 | I. 320 | 0.833 | 3.135 |
| $2 \cdot 4$ | 0.417 | 5-76 | 13.824 | I-549 | $4 \cdot 899$ | I. 339 | 0.875 | 3.178 |
| 2.5 | 0.400 | $6 \cdot 25$ | 15.625 | I. $5^{81}$ | 5.000 | I-357 | 0.916 | 3.219 |
| $2 \cdot 6$ | -. 385 | $6 \cdot 76$ | 17.576 | I.612 | 5.099 | I. 375 | 0.956 | 3.258 |
| $\begin{array}{r}2 \cdot 7 \\ \hline 2.8\end{array}$ | 0.370 | $7 \cdot 29$ | 19.683 | I. 643 | 5-196 | I. 392 | 0.993 | $3 \cdot 296$ |
| $2 \cdot 8$ | - 357 | $7 \cdot 84$ | 21.952 | I. 673 | $5 \cdot 292$ | I. 410 | I.030 | 3.332 |
| $2 \cdot 9$ | - 3445 | 8.41 | 24.389 | I. 703 | 5.385 | I-426 | I. 065 | $3 \cdot 367$ |
| $3^{\circ} 0$ | -. 333 | 9.00 | $27 \cdot 000$ | I. 732 | $5 \cdot 477$ | I. 442 | I.099 | $3 \cdot 401$ |
| $3 \cdot 1$ | $0 \cdot 323$ | $9 \cdot 61$ | 29.791 | I. 761 | 5.568 | I. 458 | I• I3I | 3.434 |
| $3 \cdot 2$ | - 313 | 10.24 | $32 \cdot 768$ | I.789 | $5 \cdot 657$ | I. 474 | I. 163 | $3 \cdot 466$ |
| $3 \cdot 3$ | 0.303 | 10.89 | $35 \cdot 937$ | I.817 | 5.745 | I 489 | I 194 | $3 \cdot 497$ |
| 3.4 | 0.294 | II. 56 | $39 \cdot 304$ | I.844 | $5 \cdot 831$ | I. 504 | I. 224 | $3 \cdot 526$ |
| 3.5 | 0.286 | 12.25 | $42 \cdot 875$ | I. 87 I | 5.916 | I. 518 | I. 253 | 3. 555 |
| $3 \cdot 6$ | 0.278 | 12.96 | $46 \cdot 656$ | I.897 | $6 \cdot 000$ | I. 533 | I-28I | 3. 584 |
| $3 \cdot 7$ | 0.270 | 13.69 | 50.653 | I.924 | $6 \cdot 083$ | I. 547 | I. 308 | 3.611 |
| $3 \cdot 8$ | 0.263 | 14.44 | $54 \cdot 872$ | I•949 | $6 \cdot 164$ | I. 561 | I 335 | 3.638 |
| 3.9 | 0.256 | 15.21 | $59 \cdot 319$ | I•975 | $6 \cdot 245$ | - 574 | I. 361 | $3 \cdot 664$ |
| $4^{\circ} 0$ | 0.250 | 16.00 | 64.000 | 2.000 | $6 \cdot 325$ | I. 587 | I•386 | 3.689 |
| $4^{\circ} 1$ | 0.244 | 16.81 | 68.921 | 2.025 | 6.403 | 1.601 | I.411 | 3.714 |
| $4{ }^{12}$ | 0.238 | 17.64 | $74 \cdot 088$ | 2.049 | $6 \cdot 48 \mathrm{I}$ | 1.613 | I. 435 | 3.738 |
| $4 \cdot 3$ | 0.233 | 18.49 | 79.507 | 2.074 | $6 \cdot 557$ | I. 626 | I. 459 | 3.761 |
| $4 \cdot 4$ | 0.227 | 19.36 | $85 \cdot 184$ | 2.098 | $6 \cdot 633$ | I. 639 | I. 482 | $3 \cdot 784$ |
| 45 | 0.222 | $20 \cdot 25$ | 91.125 | 2-121 | $6 \cdot 708$ | I. 651 | I. 504 | 3.807 |
| $4 \cdot 6$ | 0.217 | 21.16 | 97.336 | 2. 145 | $6 \cdot 782$ | I. 663 | I. 526 | $3 \cdot 829$ |
| $4 \cdot 7$ | 0.213 | 22.09 | 103.823 | 2. 168 | $6 \cdot 856$ | I. 675 | I. 548 | $3 \cdot 850$ |
| $4 \cdot 8$ | 0.208 | 23.04 | 110.592 | $2 \cdot 191$ | $6 \cdot 928$ | I. 687 | 1. 569 | $3 \cdot 871$ |
| 4.9 | 0.204 | 24.01 | 117.649 | 2.214 | 7.000 | I. 699 | x. 589 | $3 \cdot 892$ |
| $5^{\circ} \mathrm{O}$ | $0 \cdot 200$ | 25.00 | 125.000 | $2 \cdot 236$ | $7 \cdot 071$ | I-710 | I. 609 | $3 \cdot 912$ |

## 1. POWERS, NAPIERIAN LOGARITHMS, ETC.

| $x$ | $x^{-1}$ | $x^{2}$ | $x^{3}$ | $x^{\frac{1}{3}}$ | (10 ) $^{\frac{1}{3}}$ | $x^{\frac{1}{3}}$ | $\log _{e} x$ | $\log _{e}(\mathrm{IO} x)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $5 \cdot 0$ | 0. 200 | 25.00 | 125.0 | $2 \cdot 236$ | 7.071 | 1.71 | I. 609 | 3.912 |
| $5 \cdot 1$ | - 196 | $26 \cdot 01$ | $132 \cdot 651$ | 2. | $7 \cdot 141$ | 1.7 | I. 629 | 32 |
| $5 \cdot 2$ | 0.192 | 27.04 | $140 \cdot 608$ | $2 \cdot 280$ | 7.211 | 1.732 | I-649 | 951 |
| $5 \cdot 3$ | - 1818 |  | 148.877 | $2 \cdot 30$ | $7 \cdot 280$ | 1.744 | I. 668 | .970 |
| 54 | 0. 185 | 29-16 | 157.464 | $2 \cdot 3$ | $7 \cdot 34$ | I.75 | I. 686 |  |
| 55 | -. 182 | $30 \cdot 25$ | 166.375 | $\cdot 3$ | $7 \cdot 4$ | I.765 | x•705 | $4 \cdot 007$ |
| $5 \cdot 6$ | - 179 | 3 1. 36 | $175 \cdot 616$ | $2 \cdot 3$ | $7 \cdot 483$ | I.776 | 1.723 | 4.025 |
| $5 \cdot 7$ | - 175 | $32 \cdot 49$ | 185.193 | $2 \cdot 38$ | $7 \cdot 550$ | I.786 | I•740 | 4.043 |
| 5.8 | -. 172 | $33 \cdot 64$ | 195.112 | 2. | 7.616 | r 7 | ェ・758 | 4.0 |
| 5.9 | --169 |  | $205 \cdot 3$ |  | . 6 |  | I-775 | $4 \cdot 078$ |
| 6.0 | - 167 |  |  |  | $7 \cdot$ | - | 1•792 | 4.094 |
| $6 \cdot 1$ | -. 164 |  | $226 \cdot 98$ | $2 \cdot 470$ | 7.810 | 1.827 | I. 808 | II |
|  |  | $38 \cdot 44$ | $238 \cdot 328$ | $\cdot 49$ | 7.874 | I. 83 | I. 825 | -127 |
| 6.3 | - 15 | $39 \cdot 69$ | 250.047 | 2.510 | 7.937 | I. 8 | I. 84 s | - 143 |
| 6.4 | - 0.156 | $40 \cdot 96$ | $262 \cdot 144$ | $2 \cdot 5$ | 8.000 | I. 8 | I. 856 | 4. 159 |
| 6.5 | . 54 | $42 \cdot 25$ | $274 \cdot 625$ | $2 \cdot 5$ | 8.062 |  | r. 87 | 4-174 |
| 6.6 | -. 152 | $43 \cdot 56$ | $287 \cdot 496$ | $2 \cdot 5$ | 8-124 | I. | r. 887 | -190 |
| 6.7 | - 149 | $44 \cdot 89$ | $300 \cdot 763$ | 2.5 | 8. | I | 1.902 | - 205 |
| $6 \cdot 8$ | 0.147 | $46 \cdot 24$ | 314.432 | . 6 | 8. 246 | I. 8 | I.917 | 4.220 |
| 6.9 | I4 | 47 | $328 \cdot 509$ | 2.6 | $8 \cdot 307$ 8.367 | I.9 | I.9 | $4 \cdot 234$ $4 \cdot 248$ |
| $7{ }^{7}$ | 0.143 | 49 | 343.00 | $2 \cdot 6$ | $8 \cdot 36$ | I-913 | I 9446 | $4 \cdot 248$ |
| $7{ }^{7}$ | - 141 | 50 | 357 | 2.66 | $8 \cdot 426$ | 22 | -960 | - 263 |
| 72 | - | $51 \cdot 8$ | $373 \cdot 2$ | 2.6 | 8.485 | I. 931 | 74 | . 277 |
| 73 | - 13 | 53.2 | 389.017 | 2. | $8 \cdot 5$ | I.9 |  | 4.290 |
| $7 \times 4$ | $0 \cdot 1$ | $54 \cdot 76$ | $405 \cdot 224$ | $2 \cdot 72$ |  | I.9 |  |  |
| 5 | . 133 | 56.25 | $421 \cdot 875$ | $2 \cdot 739$ | 8.660 |  | 2.015 | $4 \cdot 317$ |
| $7 \cdot 6$ | -.132 | $57 \cdot 76$ | $438 \cdot 976$ | 2.757 | $8 \cdot 718$ | I. 966 | 2.028 | $4 \cdot 33 \mathrm{I}$ |
| 77 | - 130 | 59.29 | 456.533 | $2 \cdot 775$ | $8 \cdot 775$ | I.975 | 2.04I | 4.344 |
| 78 | 0.128 | $60 \cdot 84$ | $474.55^{2}$ | 2.793 | 8.83 | I.983 | 2.054 | -357 |
| 79 | $0 \cdot 127$ | 62.41 | 493.039 | 2.8II | 8.888 | I.992 | 2.067 | $4 \cdot 369$ |
| $8 \cdot 0$ | - |  |  |  |  |  | 2.079 | $4 \cdot 382$ |
| $8 \cdot 1$ | 0.123 | $65 \cdot 61$ | 531.4 |  | 9.000 |  | 2.092 | 4 |
| $8 \cdot 2$ | $0 \cdot 122$ |  | $55 \mathrm{I} \cdot 3$ | . 8 | $9 \cdot 0$ | 2.0 | 2.104 | $4 \cdot 407$ |
| 8 | $0 \cdot 120$ | 78.8 | $57 \mathrm{x} \cdot 787$ | 2.88 r | $9 \cdot 1$ | 2.025 2.033 | $2 \cdot 1$ | 4.419 |
| $8 \cdot 4$ |  | $70 \cdot 56$ | $592 \cdot 704$ | 2.8 | 9•1 | 2.033 2.041 |  | I |
| $8 \cdot 5$ | O. I | $72 \cdot 25$ | $614 \cdot 125$ | $2 \cdot 9$ |  | 2.041 | - | + 4443 |
| $8 \cdot 6$ | $0 \cdot 1$ |  | $636 \cdot 056$ | 933 | $9 \cdot 2$ |  | 2 |  |
|  | - 115 | $75 \cdot 69$ | 658.503 | 2.950 | $9 \cdot 3$ 9.3 |  |  |  |
| 8.8 8.9 | -114 | $77 \cdot 44$ | $68 \mathrm{I} \cdot 472$ $704 \cdot 969$ | 2.96 2.98 | $9 \cdot 3$ 9.4 | 2.07 | 2.175 $2 \cdot 186$ | 4.477 4.489 |
| $9{ }^{\circ}$ |  | 81.0 |  |  | $9 \cdot$ | 2.08 | -197 | $4 \cdot 500$ |
| 9.1 | $0 \cdot 110$ | 82.8 I | 753. | 3.017 | 9. 539 | 2.088 | . 21 | . 51 |
| 9.2 | $0 \cdot 100$ | 84.64 | 778 | 3.033 | 9.592 | . 08 | 2.219 | $4 \cdot 522$ |
| 9.3 | - 108 | 86.49 | 804.357 | 3.0 | 9. 644 | $2 \cdot 1$ | . 230 | 533 |
| 9.4 | - 10 | $88 \cdot 36$ | $830 \cdot 584$ | 3.066 | 9.695 |  | $2 \cdot 241$ |  |
| 9.5 | - 1 | 90.2 | $857 \cdot 375$ | 3.082 | 9•747 |  |  |  |
| 9.6 | - 10 | 92.16 | $884 \cdot 736$ | 3.0 | 9.798 | $2 \cdot 1$ |  |  |
| 0 | $\bigcirc$ - | $94 \cdot 09$ | 912.673 | 3.114 |  |  |  |  |
| 9 | - 102 |  | 941.192 |  |  | $2 \cdot 1$ | 282 | . 5 |

2. CIRCULAR FUNCTIONS I.

| $\begin{gathered} \theta \\ \text { Degrees } \end{gathered}$ | $\left\lvert\, \begin{gathered} \theta \\ \text { Radians } \end{gathered}\right.$ | $\sin \theta$ | $\operatorname{cosec} \theta$ | $\tan \theta$ | $\cot \theta$ | $\sec \theta$ | $\cos \theta$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0.000 | 0.000 | $\infty$ | 0.000 | - | 1.000 | I.000 | 1.571 | 90 |
| 1 | 0.017 | 0.017 | 57-299 | 0.017 | 57.290 | I. 000 | I $\cdot 000$ | I. 553 | 89 |
| 2 | 0.035 | 0.035 | $28 \cdot 654$ | 0.035 | 28.636 | I.001 | 0.999 | 1.536 | 88 |
| 3 | 0.052 | $0 \cdot 052$ | $19 \cdot 107$ | 0.052 | 19.081 | I.001 | 0.999 | I-518 | 87 |
| 4 | 0.070 | 0.070 | 14.336 | 0.070 | 14.301 | I. 002 | 0.998 | I.501 | 86 |
| 5 | 0.087 | 0.087 | II.474 | 0.087 | II.430 | I. 004 | 0.996 | I. 484 | 85 |
| 6 | 0.105 | $0 \cdot 105$ | $9 \cdot 567$ | - 105 | 9-5I4 | I. 006 | $0 \cdot 995$ | I. 466 | 84 |
| 7 | $0 \cdot 122$ | 0.122 | 8-206 | 0.123 | 8-144 | I-008 | 0.993 | I. 449 | 83 |
| 8 | 0.140 | - 139 | 7-185 | 0.141 | 7-115 | I-010 | 0.990 | I. 43 I | 82 |
| 9 | -. 157 | $0 \cdot 156$ | 6.392 | $0 \cdot 158$ | $6 \cdot 314$ | I-O12 | 0.988 | I. 414 | 81. |
| 10 | - 175 | 0.174 | 5.759 | 0.176 | 5.671 | 1.015 | 0.985 | I. 396 | 80 |
| 11 | 0.192 | $0 \cdot 101$ | $5 \cdot 241$ | - 194 | 5.145 | I-019 | 0.982 | I $\cdot 379$ | 79 |
| 12 | 0.209 | 0.208 | $4 \cdot 810$ | 0.213 | 4.705 | I. 022 | 0.978 | I-361 | 78 |
| 13 | 0.227 | 0.225 | $4 \cdot 445$ | 0.231 | $4 \cdot 331$ | I. 026 | 0.974 | I. 344 | 77 |
| 14 | 0.244 | 0.242 | 4. 134 | $0 \cdot 249$ | $4 \cdot 011$ | 1.031 | 0.970 | I. 326 | 76 |
| 15 | 0.262 | 0.259 | $3 \cdot 864$ | 0.268 | 3.732 | I. 035 | 0.966 | I :09 | 75 |
| 16 | 0.279 | 0.276 | ${ }^{5} \cdot 628$ | 0.287 | $3 \cdot 487$ | I. 040 | 0.96I | I. 292 | 74 |
| 17 | 0.297 | 0. 292 | $3 \cdot 420$ | 0.306 | 3.271 | I. 046 | 0.956 | I-274 | 73 |
| 18 | $0 \cdot 314$ | $0 \cdot 309$ | 3.236 | - 325 | 3.078 | I.051 | 0.951 | I $\cdot 257$ | 72 |
| 19 | 0.332 | $0 \cdot 326$ | 3.072 | - 344 | 2.904 | I.058 | 0.946 | I. 239 | 71 |
| 20 | $0 \cdot 349$ | - 342 | $2 \cdot 924$ | $0 \cdot 364$ | $2 \cdot 747$ | I. 064 | 0.940 | I. 222 | 70 |
| 21 | 0.367 | -. $35^{8}$ | 2.790 | $0 \cdot 384$ | $2 \cdot 605$ | I.071 | 0.934 | I-204 | 69 |
| 22 | $0 \cdot 384$ | $0 \cdot 375$ | $2 \cdot 669$ | 0.404 | $2 \cdot 475$ | I. 079 | 0.927 | I-187 | 68 |
| 23 | 0.401 | $0 \cdot 391$ | $2 \cdot 559$ | 0.424 | 2.356 | I.086 | 0.921 | I 169 | 67 |
| 24 | 0.419 | 0.407 | 2. 459 | 0.445 | $2 \cdot 246$ | I. 095 | 0.914 | I. 152 | 66 |
| 25 | 0.436 | 0.423 | 2.366 | 0.466 | $2 \cdot 145$ | I. 103 | 0.906 | I• 134 | 65 |
| 26 | 0.454 | 0.438 | 2-28I | 0.488 | $2 \cdot 050$ | I-II3 | 0.899 | I-117 | 64 |
| 27 | 0.47 I | 0.454 | $2 \cdot 203$ | 0.510 | 1.963 | I-122 | 0.89 I | I- I 10 | 63 |
| 28 | 0.489 | 0.469 | $2 \cdot 130$ | $0 \cdot 532$ | I.88I | I-133 | 0.883 | I. 082 | 62 |
| 29 | 0.506 | 0.485 | 2.063 | $0 \cdot 554$ | $\underline{1.804}$ | I. 143 | 0.875 | I. 065 | 61 |
| 30 | 0.524 | 0.500 | $2 \cdot 000$ | $0 \cdot 577$ | I•732 | I. 155 | 0.866 | I. 047 | 60 |
| 31 | 0.541 | $0 \cdot 515$ | I. 942 | 0.601 | I. 664 | I. 167 | 0.857 | I.030 | 59 |
| 32 | - 0.559 | 0.530 | I. 887 | 0.625 | I 600 | I 179 | 0.848 | I.012 | 58 |
| 33 | 0.576 | 0.545 | I.836 | 0.649 | I. 540 | I 192 | 0.839 | $0 \cdot 995$ | 57 |
| 34 | 0.593 | 0.559 | I. 788 | 0.675 | I. 483 | I $\cdot 206$ | 0.829 | 0.977 | 56 |
| 35 | 0.611 | 0.574 | I 743 | 0.700 | 1.428 | I. 221 | 0.819 | 0.960 | 55 |
| 36 | 0.628 | 0.588 | I. 701 | 0.727 | 1. 376 | I. 236 | 0.809 | 0.942 | 54 |
| 37 | 0.646 | 0.602 | I 662 | 0.754 | I. 327 | I. 252 | 0.799 | 0.925 | 53 |
| 38 | 0.663 | 0.616 | I. 624 | $0 \cdot 78 \mathrm{I}$ | I $\cdot 280$ | I-269 | 0.788 | 0.908 | 52 |
| 39 | 0.68 r | 0.629 | I. 589 | 0.810 | I-235 | I. 287 | 0.777 | 0.890 | 51 |
| 40 | 0.698 | 0.643 | I. 556 | 0.839 | I 192 | I. 305 | 0.766 | 0.873 | 50 |
| 41 | 0.716 | 0.656 | I. 524 | 0.869 | I-150 | I. 325 | 0.755 | 0.855 | 49 |
| 42 | 0.733 | 0.669 | I. 494 | 0.900 | I I II | I. 346 | 0.743 | 0.838 | 48 |
| 43 | 0.750 | 0.682 | I $\cdot 466$ | 0.933 | I. 072 | I. 367 | 0.731 | 0.82c | 47 |
| 44 | 0.768 | 0.695 | I $\cdot 440$ | 0.966 | I.036 | I 390 | 0.719 | 0.80 .3 | 46 |
| 45 | 0.785 | 0.707 | 1.414 | I. 000 | I. 000 | I.414 | 0.707 | $0 \cdot 78=$ | 45 |
|  |  | $\cos \theta$ | $\sec \theta$ | $\cot \theta$ | 1 an $\theta$ | $\operatorname{cosec} \theta$ | $\sin \theta$ |  | $\theta$ |

1 rdn. $=57^{\circ} 29578,1^{\circ}=0.01745$ rdn. 1 rdn. $=206265^{\prime \prime}, 1^{\prime \prime}=000004848$ rdn .
3. CIRCULAR FUNCTIONS, II.

| $\begin{gathered} \theta \\ \text { Padians } \end{gathered}$ | $\begin{gathered} \theta \\ \text { Degrees } \end{gathered}$ | $\sin \dot{\theta}$ | $\operatorname{cosec} \theta$ | $\tan \theta$ | $\cot \theta$ | $\sec \theta$ | $\cos \theta$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $0 \cdot 00$ | $0 \cdot 00$ | 0.000 | $\infty$ | 0.000 | $\infty$ | 1.000 | 1.000 |
| $0 \cdot \mathrm{OI}$ | 0.57 | 0.010 | $100 \cdot 002$ | 0.010 | 99•997 | I. 000 | 1.000 |
| 0.02 | I. 15 | 0.020 | $50 \cdot 003$ | 0.020 | 49•993 | I. 000 | 1.000 |
| 0.03 | I. $7^{2}$ | 0.030 | 33.338 | 0.030 | $33 \cdot 323$ | I. 000 | I. 000 |
| 0.04 | $2 \cdot 29$ | 0.040 | $25 \cdot 007$ | 0.040 | $24 \cdot 987$ | I.001 | - 0999 |
| 0.05 | 2.86 | 0.050 | 20.008 | 0.050 | 19.983 | 1.001 | 0.999 |
| $0 \cdot 06$ | 3.44 | 0.060 | 16.677 | 0.060 | $16 \cdot 647$ | I. 002 | 0.998 |
| $0 \cdot 07$ | 4.01 | 0.070 | 14.2 .97 | 0.070 | 14.263 | I. 002 | 0.998 |
| 0.08 | $4 \cdot 58$ | 0.080 | 12.513 | 0.080 | 12.473 | I-003 | 0.997 |
| 0.09 | 5-16 | 0.090 | II.126 | 0.090 | 11.08I | I. 004 | 0.996 |
| $0 \cdot 1$ | 5•73 | $0 \cdot 100$ | 10.017 | $0 \cdot 100$ | $9 \cdot 967$ | I. 005 | 0.995 |
| 0.2 | II $\cdot 46$ | - 199 | 5.033 | -. 203 | $4 \cdot 933$ | I. 020 | 0.980 |
| $0 \cdot 3$ | $17 \cdot 19$ | 0.296 | 3. 384 | $0 \cdot 309$ | 3.232 | I. 047 | 0.955 |
| $0 \cdot 4$ | 22.92 | -. 389 | $2 \cdot 568$ | 0.423 | 2.365 | I. 086 | 0.921 |
| 0.5 | $28 \cdot 65$ | 0.479 | 2.086 | 0.546 | I. 830 | I 140 | 0.878 |
| 0.6 | $34 \cdot 38$ | 0.565 | I.771 | 0.684 | I. 462 | I. 212 | 0.825 |
| 0.7 | $40 \cdot 11$ | 0.644 | I. $55^{2}$ | 0.842 | I 187 | I. 307 | 0.765 |
| 0.8 | $45 \cdot 84$ | 0.717 | I•394 | I.030 | 0.971 | I. 435 | 0.697 |
| 0.9 | 5I 57 | 0.783 | I. 277 | I. 260 | 0.794 | I. 609 | 0.622 |
| $\mathrm{I}^{\circ} \mathrm{O}$ | $57 \cdot 30$ | 0.842 | I. 188 | I. $55^{8}$ | 0.642 | I.85I | 0.540 |
| I'I | 63.03 | 0.89 I | I. 122 | I.965 | 0.509 | $2 \cdot 205$ | 0.453 |
| $1 \cdot 2$ | $68 \cdot 75$ | 0.932 | I. 073 | 2.571 | -0.389 | $2 \cdot 760$ | 0.362 |
| $1 \cdot 3$ | $74 \cdot 48$ | 0.964 | I. 038 | 3.602 | 0.278 | 3.738 | 0.268 |
| $1 \cdot 4$ | $80 \cdot 21$ | 0.985 | I.015 | 5.798 | 0.172 | 5.884 | $0 \cdot 170$ |
| I.5 | $85 \cdot 94$ | 0.997 | I. 003 | $14 \cdot$ IOI | 0.071 | 14.136 | 0.071 |
| $\frac{1}{2} \pi$ | $90 \cdot 00$ | 1.000 | I.000 | $\infty$ | 0.000 | $\infty$ | 0.000 |

$\pi=3 \cdot 14159, \quad \pi^{2}=9 \cdot 86960, \quad \sqrt{\pi}=1 \cdot 77245$,
$\pi^{-1}=0.31831, \quad \pi^{-2}=0.10132, \quad \sqrt{\pi^{-1}}=0.56419$.

## 4. HYPERBOLIC FUNCTIONS.

| $x$ | $e^{x}$ | $e^{-x}$ | $\sinh x$ | $\cosh x$ | $\tanh x$ | coth $x$ | $\operatorname{sech} x$ | $\operatorname{cosech} x$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $0 \cdot 0$ | I. 000 | I. 000 | . 000 | I.000 | -0 | $\infty$ | 0 | $\infty$ |
| $0 \cdot 1$ | 1 105 | 0.905 | $0 \cdot 100$ | I.005 | $0 \cdot 100$ | 10.035 | - 9.995 | $9 \cdot 985$ |
| $0 \cdot 2$ | I-22I | 0.819 | 0.201 | 1.0 | 0. | 5.067 | 0.980 | $4 \cdot 975$ |
| $0 \cdot 3$ | I. 350 | 0.741 | 0. 305 | I. 045 | 0.291 | $3 \cdot 433$ | $0 \cdot 957$ | $3 \cdot 284$ |
| 0.4 | I. 492 | 0.670 | $0 \cdot 411$ | I.08I | $0 \cdot 380$ | 2.632 | 0.925 | $2 \cdot 433$ |
| 0.5 | I. 649 | 0.60 | 521 | I. 128 | 0.462 | $2 \cdot 164$ | 0.887 | I.919 |
| 0.6 | I. 822 | $0 \cdot 549$ | 0.637 | I-185 | 0.537 | I. 862 | 0.844 | 1. 570 |
| $0 \cdot 7$ | 2.014 | 0.497 | - 0.759 | I. 255 | 0.604 | I. 655 | 0.796 | 1.318 |
| 0.8 | 226 | 0.449 | $0 \cdot 8$ | I-337 | 0.664 | I. 506 | 0.748 | 26 |
| 0.9 | $2 \cdot 460$ | 0.407 | I. 027 | I. 433 | 0.7 | I $\cdot 396$ | 0.698 | 0.974 |
| 1-0 | 2.718 | -0.368 | 1. 175 | I. 543 | 0.762 | I.313 | - . 648 | - 0.851 |
| I•I | 3.004 | -0.333 | I $\cdot 336$ | I. 669 | 0.800 | I-249 | 0.599 | 0.749 |
| $1 \cdot 2$ | $3 \cdot 320$ | $0 \cdot 301$ | I 509 | I-8il | 0.834 | I-200 | - $5.55^{2}$ | 0.662 |
| I•3 | 3.669 | 0.273 | I. 698 | I.971 | 0.862 | I $\cdot 161$ | 0.507 | - 589 |
| 1-4 | 4.055 | 0.247 | I. 904 | $2 \cdot 151$ | 0.8 | I $\cdot 129$ | 0.465 | 0.525 |
| 1 | $4 \cdot 482$ | 0.223 | 2-129 | $2 \cdot 352$ | $0 \cdot 905$ | I-105 | 0.425 | 0.470 |
| $1 \cdot 6$ | $4 \cdot 953$ | 0. 202 | $2 \cdot 37$ | $2 \cdot$ | 0.922 | I. 085 | - . 388 | 0.421 |
| I | $5 \cdot 474$ | $0 \cdot 183$ | $2 \cdot 646$ | $2 \cdot 828$ | 0.935 | I. 069 | - 354 | $0 \cdot 378$ |
| $1 \cdot$ | 6.050 | -. 165 | $2 \cdot 942$ | 3.1 | 0.9 | I-056 | - 322 | - $344^{\circ}$ |
| $1 \cdot 9$ | $6 \cdot 686$ | -. 150 | $3 \cdot 2$ | $3 \cdot 4$ | 0.95 | I-046 | 0.293 | $0 \cdot 306$ |
| $2{ }^{\circ}$ | $7 \cdot 38$ | $0 \cdot 1$ | $3 \cdot 62$ | $3 \cdot 7$ | 0.96 | I. 037 | - 266 | 0.276 |
| $2 \cdot 1$ | 8-166 | $0 \cdot 122$ | $4 \cdot 022$ | $4 \cdot 14$ | $0 \cdot 9$ | 1.031 | 0.241 | 0.249 |
| $2 \cdot$ | 9.025 | 0. 11 | $4 \cdot 45$ | $4 \cdot 56$ | 0.97 | I. 025 | 0.219 | 0.224 |
| $2 \cdot 3$ | 9.974 | $0 \cdot 1$ | $4 \cdot 937$ | 5.037 | 0.980 | I-020 | 0. 198 | O3 |
| $2 \cdot 4$ | II. 023 | 0.091 | $5 \cdot 466$ | 5•557 | 0.98 | 1-017 | - 180 | 0. 183 |
| $2 \cdot$ | 12.182 | 0.082 | $6 \cdot 05$ | 6.132 |  | I-014 |  | - 165 |
| $2 \cdot$ | I 3.464 | 0.07 | $6 \cdot 69$ | $6 \cdot 769$ | 0.98 | 1. | 0. | - 149 |
| $2 \cdot 7$ | 14.880 | 0.06 | $7 \cdot 406$ | $7 \cdot 473$ | 0.991 | 1.009 | - 134 | - 135 |
| $2 \cdot 8$ | 16.445 | 0.06 | 8-192 | 8.253 | 0.993 | 1.007 | 0.121 | 0. 122 |
| $2 \cdot 9$ | $18 \cdot 174$ | 0.05 | 9.060 | 9.115 | $0 \cdot 99$ | 1.006 | 0.1 | $0 \cdot 110$ |
| $3 \cdot$ | 20.090 | 0.05 | 10.018 | 10.068 |  | 1.005 | 0.099 | 0.099 |
| $3 \cdot 1$ | $22 \cdot 198$ | 0.045 | II.076 | II. 122 | 0.996 | 1.004 | 0.090 | 0.090 |
| 3 | 24.533 | 0.041 | 12.246 | 12.287 | 0.997 | 1.003 | 0.081 | 0.082 |
| $3 \cdot 3$ | $27 \cdot 113$ | 0.037 | 13.538 | 13.575 | 0.997 | I.003 | 0.074 | 0.074 |
| $3 \cdot 4$ | 29.964 | 0.033 | 14.965 | 14.999 | 0.998 |  | 0.067 | 0.067 |
| $3 \cdot$ | $33 \cdot 116$ | 0.030 | 16.543 | 16.573 | 0.998 | I. 002 | $0 \cdot$ | 0.060 |
| $3 \cdot 6$ | $36 \cdot 598$ | 0.027 | 18.286 | 18.313 | 0.999 | 1.00 | 0.055 | 0.055 |
| 3. | $40 \cdot 447$ | 0.025 | $20 \cdot 211$ | 20.236 | 0.999 | I.001 | 0.049 | 0.049 |
| $3 \cdot 8$ | $44 \cdot 701$ |  | 22.339 | $22 \cdot 362$ | 0.999 | I.001 | 0.045 | 0.045 |
| 3.9 | $49 \cdot 402$ | 0.020 | $24 \cdot 691$ | 24.711 | $0 \cdot 999$ | I.001 | 0.040 | 0.041 |
| 4.0 | 54.598 | 0.018 | $27 \cdot 290$ | 27.308 | 0.999 | 1.001 | 0.037 | 0.037 |
| $\frac{1}{2} \pi$ | $4 \cdot 810$ | 0.208 | $2 \cdot 301$ | $2 \cdot 509$ | 0.917 | I.091 | - $\cdot 398$ | 0.435 |
| $\pi$ | $23 \cdot 141$ | 0.043 | II. 549 | 11.592 | $0 \cdot 996$ | I.004 | 0.087 | 0.087 |

If $x>4$, then (approximately) $\sinh x=\cosh x=\frac{1}{2} e^{x}=\frac{1}{2}$ the Napierian antilogarithm of $x$.

## 5. LAMBDA FUNCTION.

| $\theta$ | $\lambda(\theta)$ | $\theta$ | $\lambda(\theta)$ | $\theta$ | $\lambda(\theta)$ | $\theta$ | $\lambda(\theta)$ | $\theta$ | $\lambda(\theta)$ | $\theta$ | $\lambda(\theta)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0.000 | $15^{\circ}$ | 0. 265 | $30^{\circ}$ | 0.549 | $45^{\circ}$ | 0.88 I | $60^{\circ}$ | 1-317 | $75^{\circ}$ |  |
| $\mathrm{I}^{\circ}$ | 0.017 | $16^{\circ}$ | 0.283 | $31^{\circ}$ | - 0.570 | $46^{\circ}$ | 0.906 | $61^{\circ}$ | I-352 | $76^{\circ}$ | $2 \cdot 09$ |
| $2^{\circ}$ | 0.035 | $17^{\circ}$ | - 301 | $32^{\circ}$ | - 0.590 | $47^{\circ}$ | - 0.932 | $62^{\circ}$ | I-389 | $77^{\circ}$ | 2. |
| $3^{\circ}$ | 0.052 | $18^{\circ}$ | - 319 | $33^{\circ}$ | 0.611 | $48^{\circ}$ | - 95 | $63^{\circ}$ | I 427 | $78^{\circ}$ | 2. |
| $4{ }^{\circ}$ | 0.070 | $19^{\circ}$ | -. 338 | $34^{\circ}$ | 0.632 | $49^{\circ}$ | 0.984 | $64^{\circ}$ | I 466 | $79^{\circ}$ | 2. |
| $5^{\circ}$ | 0.087 | $20^{\circ}$ | -. 356 | $35^{\circ}$ | 0.653 | $50^{\circ}$ | I-011 | $65^{\circ}$ | I. 506 | $80^{\circ}$ | 2. |
| 6 | - 105 | $2 \mathrm{I}^{\circ}$ | - 375 | $36^{\circ}$ | 0.674 | $51^{\circ}$ | 1.038 | $66^{\circ}$ | I. 549 | $81^{\circ}$ |  |
| 7 | - 122 | $22^{\circ}$ | - 394 | $37^{\circ}$ | 0.696 | $52^{\circ}$ | I. 066 | $67^{\circ}$ | I. 592 | $82^{\circ}$ |  |
| 8 | $0 \cdot 140$ | $23^{\circ}$ | 0.413 | $38^{\circ}$ | 0.718 | $53^{\circ}$ | I.095 |  | 1.638 | $83^{\circ}$ | 2. |
| [ $9^{\circ}{ }^{\circ}$ | - 158 | $24^{\circ}{ }^{\circ}$ | 0.432 | $39^{\circ}$ $40^{\circ}$ | 0.740 0.763 | $54^{\circ}$ | I-124 I. 154 | $69^{\circ}$ | I-686 | $8_{84^{\circ}}$ | 2.94 |
| $10^{\circ}$ | - 175 | $25^{\circ}$ | 0.451 <br> 0.470 | $40^{\circ}{ }^{\circ}$ | 0.763 0.786 | $55^{\circ}$ | I-154 I-185 - | $7{ }^{\circ}{ }^{\circ}$ | I. 735 I. 788 d | $85^{\circ}$ | $3 \cdot 13$ $3 \cdot 35$ |
| $12^{\circ}$ | 0.2II | $27^{\circ}$ | - 490 | $42^{\circ}$ | -. 809 | $57^{\circ}$ | I-217 | $72^{\circ}$ | - r 843 | $87^{\circ}$ | 3. ${ }^{3}$ |
| $13{ }^{\circ}$ | 0.229 | $28^{\circ}$ | - 509 | $43^{\circ}$ | 0.833 | $58^{\circ}$ | I 249 | $73^{\circ}$ | I-901 | $88^{\circ}$ | $4 \cdot 04$ |
| $14^{\circ}$ | 0.247 | $29^{\circ}$ | - 529 | $44^{\circ}$ | 0.857 | $59^{\circ}$ | I. 283 | $74^{\circ}$ | I. 962 | $89^{\circ}$ | $4 \cdot 7$ |
| $15^{\circ}$ | 0.265 | $30^{\circ}$ | -. 549 | $45^{\circ}$ | 881 | $60^{\circ}$ | r.317 | $75^{\circ}$ | 2.028 | $90^{\circ}$ | $\infty$ |

$\lambda(\theta)=\log _{e} \tan \left(\frac{1}{1} \pi+\frac{1}{2} \theta\right)=\log _{e}(\sec \theta+\tan \theta), \lambda(-\theta)=-\lambda(\theta), \theta=\operatorname{gd} \lambda(\theta)$.
6. GAMMA FUNCTION.

| $n$ | $\Gamma$ | $n$ | $\Gamma()$ | $n$ |  | $n$ | $\Gamma(n)$ | $n$ | $\Gamma(n)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| I. 00 | I | I. | 0.9182 | I. 40 | 0.8873 | I. 60 | 0.8935 | I. 80 | .931 |
| I. Or | $0 \cdot 994$ | I-2I | 0.9156 | I. 41 | 0.8868 | I.6I | 0.8947 | I.81 | 0.9341 |
| I. 02 | 0.9888 | I-22 | 0.9131 | I. 42 | 0.8864 | I. 62 | 0.8959 | I. 82 | 0.9369 |
| I•03 | 0.9836 | I. 23 | 0.9108 | I. 43 | 0.8860 | I. 63 | 0.8972 | 3 | 0.9397 |
| I. 04 | 0.9784 | I-24 | 0.9085 | I. 44 | 0.8858 | I. 64 | 0.8986 | I. 84 | 0.9426 |
| I | 0.9735 | I. 25 | 0.9064 | I. 45 | 0.8856 | I. | 0.9001 | I. 85 | 0.9456 |
| $\underline{1}$ | 0.9688 | I. 26 | 0.9044 | I. 46 | 0.8856 | r. | 0.9017 | I | 0.9487 |
| I.07 | 0.9642 | I. 27 | 0.9025 | I. 47 | 0.8856 | I. | -. 9033 | I. 87 | 0.9518 |
| 1.08 | 0.9597 | I. 28 | 0.9007 | I. 48 | 0.8857 | I. | 0.9050 | I. | 0.9551 |
| I. 09 | 0.9555 | I-29 | 0.8990 | I. 49 | 0.8860 | I. 69 | 0.9068 | I. 89 | $0 \cdot 9584$ |
| I $\cdot 10$ | 0.9514 | I. 30 | 0.8975 | I 50 | 862 | I. 70 | 0.9086 | I.90 | 0.9618 |
| I | 0.9474 | I. 3 I | 0.8960 | I. 51 | 0.8866 | I•71 | 0.9106 | I. | 0.9652 |
| I-12 | 0.9436 | I-32 | 0.8946 | I. 52 | 0.8870 | I-72 | 0.9126 | I.92 | 0.9688 |
| I- 13 | 0.9399 | I. 33 | 0.8934 | I. 53 | 0.8876 | I.73 | $0 \cdot 9147$ | I.93 | 0.9724 |
| I. | 0.9364 | I-34 | 0.8922 | I. 54 | 88. | I. 74 | -9168 | I.94 | 0.9761 |
| I-15 | 0.9330 | I. 35 | 0.8911 | I. 55 | 0.8889 | I 75 | $0.919 x$ | I 9 | 0.9799 |
| I | 0.9298 | I. 36 | 0.8902 | I. 56 | 0.8896 | I. 76 | 0.9214 | I.96 | 0.9837 |
| I. 17 | 0.9267 | I. 37 | 0.8893 | I. 57 | 0.8905 | I 77 | 0.9238 | I 97 | $0 \cdot 9877$ |
| I | 0.9237 | I. 38 | 0.8885 | I. 58 | 0.8914 | I.78 | 0.9262 | I.98 | 0.9917 |
| I 19 | 0.9209 | I. 39 | 0.8879 | I 59 | 0.8924 | I•79 | 0.9288 | I.99 | - 09958 |
|  | 0.9182 | I. 40 | 0.8873 | I 60 | 0.8935 | I. 80 | 0.9314 | 2.00 | I |

$$
\Gamma(n)=\int_{0}^{\infty} x^{n-1} e^{-x} d x, \quad \Gamma(n+1)=n \Gamma(n) .
$$

7. FIRST ELLIPTIC INTEGRAL, $F(m, \theta), m=\sin \alpha$.

| $\theta$ | $\alpha=0^{\circ}$ | $\alpha=15^{\circ}$ | $\alpha=30^{\circ}$ | $\alpha=45^{\circ}$ | $\alpha=60^{\circ}$ | $\alpha=75^{\circ}$ | $\alpha=90^{\circ}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $0^{\circ}$ | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| $5^{\circ}$ | 0.087 | 0.087 | 0.087 | 0.087 | 0.087 | 0.087 | 0.087 |
| $10^{\circ}$ | - 175 | 0.175 | -. 175 | - 175 | 0.175 | 0.175 | 0.175 |
| $15^{\circ}$ | 0.262 | 0.262 | 0.263 | 0.263 | 0.264 | -0.265 | 0.265 |
| $20^{\circ}$ | $0 \cdot 349$ | - $3.35^{\circ}$ | $0 \cdot 351$ | 0.353 | - 354 | -0.356 | - 0.356 |
| $25^{\circ}$ | 0.436 | 0.437 | 0.440 | 0.443 | 0.447 | 0.450 | $0 \cdot 451$ |
| $30^{\circ}$ | 0.524 | 0.525 | 0.529 | - 0.536 | 0.542 | 0.547 | -0. 549 |
| $35^{\circ}$ | 0.611 | 0.613 | 0.620 | 0.630 | 0.641 | 0.649 | 0.653 |
| $40^{\circ}$ | 0.698 | 0.702 | 0.712 | 0.727 | 0.744 | 0.757 | 0.763 |
| $45^{\circ}$ | 0.785 | 0.790 | 0.804 | 0.826 | 0.851 | 0.873 | 0.881 |
| $50^{\circ}$ | 0.873 | 0.879 | -0.898 | 0.928 | 0.965 | 0.997 | I. 011 |
| $55^{\circ}$ | 0.960 | 0.968 | 0.993 | I-034 | I. 085 | I. 133 | I. 154 |
| $60^{\circ}$ | 1. 047 | I. 058 | r.090 | I. 142 | I. 213 | X. 284 | 1-317 |
| $65^{\circ}$ | I. 134 | I-147 | -187 | I. 254 | I. 349 | I. 453 | I. 506 |
| $70^{\circ}$ | 222 | I. 237 | I 285 | 1.370 | I. 494 | I. 647 | I. 735 |
|  | I-309 | I-327 | I 385 | 1.488 | I. 649 | 1.871 | 2.028 |
| $80^{\circ}$ | - 396 | 1.418 | 1.485 | I 608 | I.813 | $2 \cdot 134$ | 2.436 |
| $85^{\circ}$ | I-484 | I. 508 | 1. 585 | I.731 | I.983 | 2.437 | 3.131 |
| $90^{\circ}$ | I. 571 | 1.598 | I. 686 | I. 854 | $2 \cdot 157$ | $2 \cdot 768$ | $\infty$ |

8. SECOND ELLIPTIC INTEGRAL, $E(m, \theta), m=\sin \alpha$.

| $\theta$ | $\alpha=0^{\circ}$ | $\alpha=15^{\circ}$ | $\alpha=30^{\circ}$ | $\alpha=45^{\circ}$ | $\alpha=60^{\circ}$ | $\alpha=75^{\circ}$ | $\alpha=90^{\circ}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $0^{\circ}$ | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| $5^{\circ}$ | 0.087 | 0.087 | 0.087 | 0.087 | 0.087 | 0.087 | 0.087 |
| $10^{\circ}$ | -. 175 | $0 \cdot 174$ | 0.174 | 0.174 | $0 \cdot 174$ | 0.174 | 0.174 |
| $15^{\circ}$ | 0.262 | 0.262 | 0.261 | 0.260 | 0.260 | 0.259 | 0.2-9 |
| $20^{\circ}$ | 0. 349 | - 349 | 0.347 | $0 \cdot 346$ | $0 \cdot 344$ | 0.342 | -. 342 |
| $25^{\circ}$ | 0.436 | 0.435 | 0.433 | 0.430 | 0.426 | 0.424 | 0.423 |
| $30^{\circ}$ | $0 \cdot 524$ | 0.522 | 0.518 | 0.512 | 0.506 | 0.502 | 0.500 |
| $35^{\circ}$ | 0.611 | 0.608 | 0.602 | 0.593 | 0.583 | 0.576 | 0.574 |
| $40^{\circ}$ | 0.698 | 0.695 | 0.685 | 0.672 | 0.657 | 0.647 | 0.643 |
| $45^{\circ}$ | 0.785 | 0.781 | 0.767 | 0.748 | 0.728 | 0.713 | 0.707 |
| $50^{\circ}$ | 0.873 | 0.866 | 0.848 | 0.823 | 0.795 | 0.774 | 0.766 |
| $55^{\circ}$ | 0.960 | 0.952 | 0.928 | 0.895 | 0.859 | 0.830 | 0.819 |
| $60^{\circ}$ | I. 047 | I. 037 | I. 008 | 0.965 | 0.918 | 0.881 | 0.866 |
| $65^{\circ}$ | I $\cdot 134$ | I. 122 | I. 086 | I. 033 | 0.974 | 0.926 | 0.906 |
| $70^{\circ}$ | I. 222 | I $\cdot 206$ | I. 163 | I. 099 | I. 027 | 0.965 | 0.940 |
| $75^{\circ}$ | I 309 | I $\cdot 29$ I | I. 240 | I. 163 | I. 076 | 0.999 | 0.966 |
| $80^{\circ}$ | I. 396 | I - 375 | I. 316 | I. 227 | I 122 | I. 028 | 0.985 |
| $85^{\circ}$ | I $\cdot 484$ | I $\cdot 460$ | I $\cdot 392$ | I-289 | I. I67 | I. 053 | 0.996 |
| $90^{\circ}$ | I. 571 | I $\cdot 544$ | I. 467 | I $\cdot 35 \mathrm{I}$ | I-2II | I. 076 | I.000 |

## INDEX.

## (The references are to pages.)

Acceleration, 73
Amsler, planimeter, 301 integrator, 302
Anchor ring, 180, 193
Area, 95, 134, 159, 190, 191, 299 of any surface, 200
Argument of function, 11
Asymptotes, 57, 153
Asymptotic circle, 155
Barometric measurement of heights, 39
Bernoulli's equation, 266
Cardioid, 151, 160, 170
Catenary, 209, 269, 308
Cauchy, form of remainder, 225
Centre of conic, 45
of any curve, 290
of curvature, 84,88
of gravity, 176, 304
of quadric, 65
Centroid, 177
Circle, 139, 150
of curvature, 85
Circular functions, 28, 32, 311, 312
Cissoid, 55, 61, 139
Clairaut's equation, 268
Companion to cycloid, 31, 140
Compound interest problem, 259
Concavity and convexity, 82
Conchoid, 163
Conical point, 64
Conjugate point, 52
Consecutive points, 85
Constant of integration, 98
Continuity, 12, 250
Convergence, 211
Gurvature, 82, 157, 207
Ourve of pursuit, 285

Curve tracing 290
Cusp, 52
Cycloid, 29, 91, 140, 307
companion to, 31, 140
Cylinder, 145, 198, 199, 200
Damped vibrations, 284
Demoivre's theorem, 220
Derivative, 13
Differences, small, 47
Differential, 15
coefficient, 15
of area, 38
of exponentials, 25
of hyperbolic functions, 34
of logarithms, 25
of power, product, quotient, 16
partial, 41, 250
successive, 68, 250
total, 42, 253
Differential equations, 259, 272
exact, 263
homogeneous, 262
linear, 265, 275
Element of integral, 94
Ellipse, 70, 87, 88, 140, 151, 162, 241, 308
Ellipsoid, 144 194. 195
Elliptic integrals, 239, 316
Envelopes, 171
Epicycloid, 169, 206
Epitrochoid, 170
Equations, differential, 259, 272
solution of, by approximat on, 49
Euler, exponential formulæ, 220
theorem on homogeneous functions, 44, 255
Evolute, 88, 175, 207

Folium, 53, 80, 163
Fourier, series, 228
theorem, 236
Function, complementary, 278
even, odd, 40
implicit, 11
single-valued, multiple-valued, 12

Gamma function, 132, 315
Graphs, 11
Guoermannian, 36, 298
Guldin, properties of the centre of gravity, 178
Gyration, radius of, 183
Helix, 67, 148
Huyghens, formula for circular are, 222
Hyperbola, 141, 151, 162
rectangular, 23, 139, 150, 162
Hyperbolic functions, 34, 294, 313
Hypocycloid, 169
four-cusped, $22,46,92,136$
Indeterminate forms, 244
Infinitesimals, 4
equivalence of, 8
orders of, 7
Inflexion, point of, 82, 155
Integral, definite, indefinite, 98
double, 190
triple, 194
Integrals, definite, 129
elliptic, 239
fundamental, 99
particular, 278
Integration, 93
approximate, 239
by parts, 120
by substitution, 114
by successive reduction, 124
of rational fractions, 112
mechanical, 299
successive, 189
Integrator, 302
Interval, 13
Intrinsic equation, 205
Inverse curves, 165
Involute, 88
of circle, 158, 207
Kinetic energy of rotation, 181

Lagrange, form of remainder, 225
Lambda function, 105, 315
Lemniscate, $53,150,156,157,161$, 242
Lengths of curves, 134, 148, 241
Limaçon, 151, 162
Limit, 1
Lituus, 151, 154, 156
Logarithms, calculation of, 216 Napierian, 310, 311

Maclaurin, series, 218, 226
theorem, 226
Maxima and minima, 75, 256
Mean value, theorem of, 223
Mean values, 202
Moment, of area, 191, 302
of inertia, 181, 191, 192, 197, 302
Multiple points, $51,56,156$
Node, 52
Normal, 21, 44, 150
of surface, 64
Pappus, properties of centre of gravity, 178
Parabola, 22, 70, 90, 141, 151
cubical, 136
semicubical, 53, 136
Paraboloid, elliptic, 144
hyperbolic, 195
Partial fractions, 287
Pedal curves, 166
Pendulum, 243
Planimeter, 302
Polar coördinates, 136
Polar reciprocals, 168
Potential, 193, 197
Prismoidal formula, 147
Product of inertia, 191
Radius, of curvature, 85, 158
of gyration, 183
Rates, 72
Rolle's theorem, 224
Roulettes, 168
Series, Fourier's, 228
Gregory's, 217
infinite, 211
logarithmic, 216
Maclaurin's, 218, 226

Series, power, 213
Taylor's, 220, 226
Simpson's rule, 142
Singular forms, 244
Solid of revolution, 96, 134
Sphere, 139, 196, 198
Spheroids, 141
Spiral, of Archimedes, 151, 160
hyperbolic, 151, 154
logarithmic, 152, 153, 158
Subnormal, 21, 150
Subtangent, 21, 150
Symmetry, 290
Tangent, 20, 44, 150
to curve in space, 65
Tangent plane, 62

Taylor, series, 220.226
theorem, 223
Torus, 180, 193
Tractrix, 207
Trajectories, 270
Triple point, 52
Trochoid, 168
Turning value, 76
Value of $\pi, 217$
Variable, 1, 11
change of, 280
independent, 11, 68
Velocity, 73
Volumes, 134, 144, 193, 196
Witch, 84, 139
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## AGRICULTURE.
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ARCHITECTURE.
Baldwin's Steam Heating for Buildings. 12 mo , ..... 250
Bashore's Sanitation of a Country House ..... $12 \mathrm{mo}, 100$
Berg's Buildings and Structures of American Railroads. ..... 4to, 5 oo
Birkmire's Plannirg and Construction of American Theatres. ..... $8 \mathrm{vo}, 3$ oo
Architectural Iron and Steel ..... 8vo, 350
Compound Riveted Girders as Applied in Buildirgs. ..... 8vo, 2 oo
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Skeleton Construction in Buildings. ..... $8 \mathrm{vo}, 3$ oo
Erigg's Modern American School Buildings. ..... 400
Carpenter's Heating and Ventilating of Buildings. ..... 8vo, ..... 400
Freitag's Architectural Engineering. ..... 8vo, ..... 350
8vo
Fireproofing of Steel Buildings. ..... 5
8vo,
French and Ives's Stereotomy. ..... 250
Gerhard's Guide to Sanitary House-inspection. ..... 16 mo , ..... 100
Theatre Fires and Panics. ..... $x 50$
*Greene's Structural Mechanics ..... 8vo, ..... 250
Holly's Carpenters' and Joiners' Handbook. ..... 75
Johnson's Statics by Algebraic and Graphic Methods. 8vo, ..... 200
Kidder's Architects' and Builders' Pocket-book. Rewritten Edition. r6mo, mor., ..... 00
Merrill's Stones for Building and Decoration. ..... 500
Non-metallic Minerals: Their Occurrence and Uses ..... 400
Monckton's Stair-building. ..... 400
Patton's Practical Treatise on Foundations. ..... 500
Peabody's Naval Architecture ..... 750
Rice's Concrete-block Manufacture ..... 200
Richey's Handbook for Superintendents of Construction 16 mo , mor., ..... 400
* Building Mechanics' Ready Reference Book. Carpenters' and Wood- workers' Edition 16 mo , morocco, ..... 150
Sabin's Industrial and Artistic Technology of Paints and Varnish. 8 vo , ..... 300
Siebert and Biggin's Modern Stone-cutting and Masonry. ..... 8vo, ..... 150
Snow's Principal Species of Wood. ..... 350
Sondericker's Graphic Statics with Applications to Trusses, Beams, and Arches.8vo,200
Towne's Locks and Builders' Hardware 18mo, morocco, ..... 300
Wait's Engineering and Architectural Jurisprudence ..... $8 \mathrm{vo}, 6$ oo
Sheep, ..... 650
Law of Operations Preliminary to Construction in Engineering and Archi- tecture. 8vo, ..... 500
Sheep, ..... 550
Law of Contracts 8vo, ..... 3 oo
Wuod's Rustless Coatings: Corrosion and Electrolysis of Iron and Steel. . 8vo, ..... 400
Worcester and Atkinson's Small Hospitals, Establishment and Maintenance, Suggestions for Hospital Architecture, with Plans for a Small Hospital.12 mo ,125
The World's Columbian Exposition of 1893 Large 4to, ..... 100


## ARMY AND NAVY.

Bernadou's Smokeless Powder, Nitro-cellulose, and the Theory of the Cellulose Molecule ..... 250

* Bruff's Text-book Ordnance and Gunnery ..... 8vo, ..... 6 oo
Chase's Screw Propellers and Marine Propulsion. ..... 8vo, ..... 300
Cloke's Gunner's Examiner ..... 8vo, ..... 50
Craig's Azimuth. .4to, ..... 350
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* Treatise on the Military Law of United States. 8vo, ..... 7 oo
Sheep, ..... 750
De Brack's Cavalry Outposts Duties. (Carr.). 24 mo , morocco, ..... 200
Dietz's Soldier's First Aid Handbook 16mo, morocco, ..... I 25
* Dredge's Modern French Artillery 4to, half morocco, ..... 1500
Durand's Resistance and Propulsion of Ships. 8vo, ..... 500
* Dyer's Handbook of Light Artillery. ..... 300
Eissler's Modern High Explosives. 8vo, ..... 400
* Fiebeger's Text-book on Field Fortification. Small 8vo, ..... 200
Hamilton's The Gunner's Catechism 18 mo , ..... 00
Ingalls's Handbook of Problems in Direct Fire ..... 8vo, ..... 400
Ballistic Tables. 8vo, ..... 50
* Lyons's Treatise on Electromagnetic Phenomena. Vois. I. and II. . 8vo, each, ..... 600
* Mahan's Permanent Fortifications. (Mercur.) 8vo, half morocco, ..... 750
Manual for Courts-martial. 16mo, morocco, ..... 50
* Mercur's Attack of Fortified Places 12 mo , ..... 00Metcalf's Cost of Manufactures-And the Administration of Workshops. 8vo,
* Ordnance and Gunnery. 2 vols. ..... 500
* Elements of the Art of War. 8vo, ..... 400
Murray's Infantry Drill Regulations. ..... 500 ..... 500
Nixon's Adjutants' Manual. ..... 18mo, paper,
Peabody's Naval Architecture.
- Pedy's Maval Archicture. ..... 8vo, ..... ㅇ10
* Phelps's Practical Marine Surveying. ..... 8vo, ..... 50
Powell's Army Officer's Examiner. ..... 400
Sharpe's Art of Subsisting Armies in War. 18 mo , morocco, ..... 50
* Tupes and Poole's Manual of Bayonet Exercises and Musketry Fencing. 24 mo , 1 tather, ..... 50
* Walke's Lectures on Explosives. ..... 400
Weaver's Military Explosives. ..... 8vo, ..... 300
* Wheeler's Siege Operations and Military Mining. ..... 8vo, ..... 200
Winthrop's Abridgment of Military Law. 12 mo , ..... 50
Woodhull's Notes on Military Hygiene. 16 mo , ..... I 50
Yonng's Simple Elements of Navigation. 16 mo , morocc, ..... 200
ASSAYING.
Fletchar's Practical Instructions in Quantitative Assaying with the Blowpipe.12 mo , morocco,
50
Furman's Manual of Practical Assaying. 8vo, ..... 3 оo
Lodge's Notes on Assaying and Metallurgical Laboratory Experiments. ..... 8vo,
Low's Technical Methods of Ore Analysis. .8vo,
Miller's Manual of Assaying. ..... $12 \mathrm{mo}, 100$
Cyanide Process. ..... 12mo, 1 oo
Minet's Production of Aluminum and its Industrial Use. (Waldo.). ..... $12 \mathrm{mo}, ~ a 50$
O'Driscoll's Notes on the Treatment of Gold Ores. ..... 8vo, 2 oo
Ricketts and Miller's Notes on Assaying. ..... 8vo, 3 co
Robine and Lenglen's Cyanide Industry. (Le Clerc.). ..... $8 \mathrm{vo}, 4$ oo
Ulke's Modern Electrolytic Copper Refining. ..... 8vo, 3 oo
Wilson's Cyanide Processes. ..... 12mo, 150
Chlorination Process. ..... $12 \mathrm{mo}, 150$
ASTRONOMY.
Comstock's Field Astronomy for Engineers. 8vo, ..... 50
Craig's Azimuth. ..... 4to, 350
Doolittle's Treatise on Practical Astronomy. ..... 8vo,Gore's Elements of Geodesy.8vo, 250
Hayford's Text-book of Geodetic Astronomy. ..... 8vo, 3 oo
Merriman's Elements of Precise Surveying and Geodesy ..... 8vo, 250
* Michie and Harlow's Practical Astronomy ..... $8 \mathrm{vo}, 300$
* White's Elements of Theoretical and Descriptive Astronomy 12 mo , ..... 00
BOTANY.Davenport's Statistical Methods, with Special Reference to Biological Variation.16mo, morocco,25
Thomé and Bennett's Structural and Physiological Botany. ..... 16 mo, ..... 25
Westermaier's Compendium of General Botany. (Schneider.) .8vo, ..... 00
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Adriance's Laboratory Calculations and Specific Gravity Tables. 12 mo , ..... 25
Alexeyeff's General Principles of Organic Synthesis. (Matthews.) ..... 8vo, 300
Allen's Tables for Iron Analysis. ..... $8 \mathrm{vo}, 300$
Arnold's Compendium of Chemistry. (Mandel.). Small 8vo. ..... 350
Austen's Notes for Chemical Students 12 mo , ..... 50
Bernadou's Smokeless Powder.-Nitro-cellulose, and Theory of the Cellulose Molecule ..... 250

* Browning's Introduction to the Rarer Elements. 8vo,
Brush and Penfield's Manual of Determinative Mineralogy. 8vo,Claassen's Beet-sugar Manufacture. (Hall and Rolfe.)400
300Classen's Quantitative Chemical Analysis by Electrolysis. (Roltwcod.). 8vo,
3 coCohn's Indicators and Test-papers.
Tests and Reagents. ..... 200 ..... 300
Crafts's Short Course in Qualitative Chemical Analysis. (Schaeffer.) ..... 150
Dolezalek's Theory of the Lead Accumulator (Storage Battery). (Von Ende.). 12 mo , ..... 250
Drechsel's Chemical Reactions. (Merrill.). ..... I 25
Duhem's Thermodynamics and Chemistry. (Burgess.). ..... 8vo, ..... 400
Eissler's Modern High Explosives. ..... 8vo, ..... 400
Effront's Enzymes and their Applications. (Prescott.) ..... 8vo, ..... 300
Erdmann's Introduction to Chemical Preparations. (Dunlap.). 12 ²o, ..... 125
Fletcher's Practical Instructions in Quantitative Assaying with the Blowpipe. 12 mo , morocco, ..... I 50
Fowler's Sewage Works Analyses. 12 mo , ..... 200
Fresenius's Manual of Qualitative Chemical Analysis. (Wells.) 8 vo , ..... 500
Manual of Qualitative Chemical Analysis. Part I. Descriptive. (Wells.) 8vo, ..... 300
System of Instruction in Quantitative Chemical Analysis. (Cohn.) 2 vols. 8vo, ..... 1250
Fuertes's Water and Public Health. ..... $12 \mathrm{mo}, 150$
Furman's Manual of Practical Assaying. ..... $8 \mathrm{vo}, 3$ oo
* Getman's Exercises in Physical Chemistry ..... 12 mo , a 00
Gill's Gas and Fuel Analysis for Engineers. ..... 125
Grotenfelt's Principles of Modern Dairy Practice. (Woll.). ..... 200
Groth's Introduction to Chemical Crystallography (Marshall) ..... 125
Hammarsten's Text-book of Physiological Chemistry. (Mandel.). ..... 400
Helm's Principles of Mathematical Chemistry. (Morgan.) ..... ${ }^{1} 50$
Hering's Ready Reference Tables (Conversion Factors). ...... 16mo, morocco, ..... 250
Hind's Inorganic Chemistry. ..... 3 응
* Laboratory Manual for Students ..... 100
Holleman's Text-book of Inorganic Chemistry. (Cooper.). ..... 250
Text-book of Organic Chemistry. (Walker and Mott.). ..... 250
* Laboratory Manual of Organic Chemistry. (Walker.) ..... 100
Hopkins's Oil-chemists' Handbookr. ..... 300
Jackson's Directions for Laboratory Work in Physiological Chemistry . 8vo, ..... 125
Keep's Cast Iron. 8vo, ..... 250
Ladd's Manual of Quantitative Chemical Analysis . ..... 1amo, 100
Landauer's Spectrum Analysis. (Tingle.), 8vo, ..... 300
* Langworthy and Austen. The Occurrence of Aluminium in Vege'able Products, Animal Products, and Natural Waters. . . . . . . . . . . . . 8vo,
Lassar-Cohn's Practical Urinary Analysis. (Lorenz.). 12 mo , ..... 100
Application of Some General Reactions to Investigations in Organic Chemistry. (Tingle.) 12 mo , ..... 100
Leach's The Inspection and Analysis of Food with Special Reference to State Control. ..... 750
Liib's Electrochemistry of Organic Compounds. (Lorenz.). ..... 300
Lodge's Notes on Assaying and Metallurgical Laboratory Experiments. ..... 300
Low's Technical Method of Ore Analysis. 8 vo . ..... 300
Lunge's Techno-chemical Analysis. (Cohn.). ..... 00
* McKay and Larsen's Principles and Practice of Butter-making ..... 8vo
Mandel's Handbook for Bio-chemical Laboratory $12 \mathrm{mo}_{3}$ ..... 50I 50* Martin's Laboratory Guide to Qualitative Analysis with the Blowpipe. . 12 mo ,
60Mason's Water-supply. (Considered Principally from a Sanitary Standpoint.)
3d Edition, Rewritten.
Examination of Water. (Chemical and Bacteriological.) ..... 8vo,
12 mo , ..... 400 ..... I 25
Matthew's The Textile Fibres. . 8vo,
Meyer's Determination of Radicles in Carbon Compounds. (Tingle.). . 12 mo ,
100
100Miller's Manual of Assaying.12 mo ,
Cyanide Process 12 mo ,
Minet's Production of Aluminum and its Industrial Use. (Waldo.). . . 12 mo ,
Mixter's Elementary Text-book of Chemistry. 12 mo ,350
I 00
100250
Morgan's An Outline of the Theory of Solutions and its Results 12 mo , ..... I 50
I 00
Elements of Physical Chemistry. 12 mo ,
* Physical Chemistry for Electrical Engineers 12 mo ,
Morse's Calculations used in Cane-sugar Factories. r6mo, morocen,
300I 50
I 50

Mulliken's General Method for the Identification of Pure Organic Compounds.
Vol. I. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Large 8vo,

Mulliken's General Method for the Identification of Pure Organic Compounds.
Vol. I. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Large 8vo,  Mulliken's General Method for the Identification of Pure Organic Compounds.
Vol. I. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Large 8vo  Mulliken's General Method for the Identification of Pure Organic Compounds.
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Vol. I. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Large 8vo,  Mulliken's General Method for the Identification of Pure Organic Compounds.
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O'Brine's Laboratory Guide in Chemical Analysis.
O'Brine's Laboratory Guide in Chemical Analysis. ..... 500 ..... 500
O'Driscoll's Notes on the Treatment of Gold Ores.
O'Driscoll's Notes on the Treatment of Gold Ores. ..... 8vo, ..... 8vo,
Ostwald's Conversations on Chemistry. Part One. (Ramsey.). . . . . . r2mo,
Ostwald's Conversations on Chemistry. Part One. (Ramsey.). . . . . . r2mo,
Part Two. (Turnbull.). . . . . $12 m o$,
Part Two. (Turnbull.). . . . . $12 m o$, ..... 00 ..... 00 ..... 50 ..... 50
00
00

* Penfield's Notes on Determinative Mineralogy and Record of Mineral Tests.8vo, paper,50
Pictet's The Alkaloids and their Chemical Constitution. (Biddle.) . . . . .8vo, ..... 500
Pinner's Introduction to Organic Chemistry. (Austen.). . . . . . . . . . . . . . I2mo: ..... 50
Poole's Calorific Power of Fuels. ..... 30 C
Prescott and Winslow's Elements of Water Bacteriology, with Special Refer- ence to Sanitary Water Analysis. ..... 25
* Reisig's Guide to Piece-dyeing. 8vo, ..... 2500
Richards and Woodman's Air, Water, and Food from a Sanitary Standpoint. .8vo, ..... 00
Ricketts and Russell's Skeleton Notes upon Inorganic Chemistry. (Part I.Non-metallic Elements.) . . . . . . . . . . . . . . . . . . . . . . . . . 8vo, morocco,75
Ricketts and Miller's Notes on Assaying. 8vo, ..... 300
Rideal's Sewage and the Bacterial Purification of Sewage. ..... 8vo, ..... 50
Disinfection and the Preservation of Food. ..... 8vo, ..... 00
Riggs's Elementary Manual for the Chemical Laboratory . ..... 8vo, ..... 25
Robine and Lenglen's Cyanide Industry. (Le Clerc.) ..... 8vo, ..... 00
Rostoski's Serum Diagnosis. (Bolduan.). ..... 12 mo , ..... 00
Ruddiman's Incompatibilities in Prescriptions. 8vo, ..... or* Whys in Pharmacy12 mo ,
Sabin's Industrial and Artistic Technology of Paints and Varnish. 8vo, ..... 00
Salkowski's Physiological and Pathological Chemistry. (Orndorff.). . . . 8vo, ..... 50
Schimpf's Text-book of Volumetric Analysis. 12 mo , ..... 50
Essentials of Volumetric Analysic. 12 mo , ..... 25
* Qualitative Chemical Analysis 8vo, ..... 25
00
Smith's Lecture Notes on Chemistry for Dental Students. ..... 50
Spencer's Handbook for Chemists of Beet-sugar Houses. 16 mo , morocco.
Handbook for Cane Sugar Manufacturers. 16 mo , morocco, ..... 300
Stockbridge's Rocks and Soils. ..... 8vo, ..... 50* Tillman's Elementary Lessons in Heat.8vo,
* Descriptive General Chemistry. ..... 8vo, ..... 00
Treadwell's Qualitative Analysis. (Hall.) ..... 8vo,
50
Quantitative Analysis. (Hall.). ..... 8vo, ..... 00
8vo,
Turneaure and Russell's Public Water-supplies. ..... 5.00
Van Deventer's Physical Chemistry for Beginners. (Boltwood.) 12 mo ,
* Walke's Lectures on Explosives. ..... $8 \mathrm{vo}, 400$
Ware's Beet-sugar Manufacture and Refining Small 8vo, cloth, ..... 400
Washington's Manual of the Chemical Analysis of Rocks. 8vo, ..... 200
Wassermann's Immune Sera: Hæmolysins, Cytotoxins, and Precipitins. (Bol- duan.)12mo, i 00
Weaver's Military Explosives. 8vo, ..... 300
Wehrenfennig's Analysis and Softening of Boiler Feed-Water 8vo. ..... co
Wells's Laboratory Guide in Qualitative Chemical Analysis. ..... 8vo, ..... 50
Short Course in Inorganic Qualitative Chemical Analysis for Engineering Students. 12 mo , ..... I 50
Text-book of Chemical Arithmetic ..... I 25
Whipple's Microscopy of Drinking-water ..... 8vo, ..... 50
Wilson's Cyanide Processes 12 mo , ..... 50
Chlorination Process ..... I 50
Winton's Microscopy of Vegetable Foods. 8vo, ..... 750
Wulling's Elementary Course in Inorganic, Pharmaceutical, and Medical Chemistry 12mo, ..... 200
CIVIL ENGINEERING.
BRIDGES AND ROOFS. HYDRAULICS. MATERIALS OF ENGINEERING. kAILWAY ENGINEERING.
Baker's Engineers' Surveying Instruments.

$\qquad$
12 mo ..... 300
Bixby's Graphical Computing 「able. Paper $19 \frac{1}{2}$ $24 \frac{1}{1}$ inches. ..... 25
** Burr's Ancient and Modern Engineering and the Isthmian Cana.. (Postage, 27 cents additional.) 8vo, ..... 350
Comstock's Field Astronomy for Engineers ..... 8vo, ..... 250
Davis's Elevation and Stadia Tables. ..... I 00
Elliott's Engineering for Land Drainage. 12 mo , ..... I 50
Practical Farm Drainage. ..... I 00
*Fiebeger's Treatise on Civil Engineering ..... 500
Flemer's Phototopographic Methods and Instruments. 8vo, ..... 500
Folwell's Sewerage. (Designing and Maintenance.). ..... 8vo, ..... 300
Freitag's Architectural Engineering. 2d Edition, Rewritten ..... 8vo, ..... 350
French and Ives's Stereotomy ..... 8vo, ..... 250
Goodhue's Municipal Improvements. 12 mo , ..... 175
Goodrich's Economic Disposal of Towns' Refuse. ..... 8vo,
Gore's Elements of Geodesy. . . . . . . . . . . . . .
Hayford's Text-book of Geodetic Astronomy. 8vo, ..... 350
16 mo , morocco, ..... 250
Hering's Ready Reference Tables (Conversion Factors).
1250, ..... 50
Howe's Retaining Walls for Earth. $16 \mathrm{mo}, \mathrm{Bds}$. ..... 25

* Ives's Adjustments of the Engineer's Transit and Level
16 mo , morocco, ..... 150
Johnson's (J. B.) Theory and Practice of Surveying. Small 8vo, ..... 400
Johnson's (L. J.) Statics by Algebraic and Graphic Methods. 8vo, ..... a 00
Laplace's Philosophical Essay on Probabilities. (Truscott and Emory.). 12 mo , ..... 00
Mahan's Treatise on Civil Engineering. (1873.) (Wood.) 8vo, ..... 500
* Descriptive Geometry. ..... 50
Merriman's Elements of Precise Surveying and Geodesy. 8vo, ..... 250
Merriman and Brooks's Handbook for Surveyors. 16 mo , morocco, ..... 200
Nugent's Plane Surveying. 8vo, ..... 350
Ogden's Sewer Design. ..... 00
Parsons's Disposal of Municipal Refuse. 8vo, ..... 00
Patton's Treatise on Civil Engineering. ..... 8vo half leather, 750
Reed's Topographical Drawing and Sketching ..... 4 to, 500
Rideal's Sewage and the Bacterial Purification of Sewage. ..... 8vo, 350
Siebert and Biggin's Modern Stone-cutting and Masonry. ..... $8 \mathrm{vo}, 150$
Smith's Manual of Topographical Drawing. (McMillan.). 8vo, ..... a 50Sondericker's Graphic Statics, with Applications to Trusses, Beams, and Arches.00
Taylor and Thompson's Treatise on Concrete, Plain and Reinforcea.... . 8vo, ..... 500
* Trautwine's Civil Engineer's Pocket-book. 16 mo , morocco, ..... 5000
Venable's Garbage Crematories in America. ..... 8vo, ..... 2000
Wait's Engineering and Architectural Jurisprudence. ..... 8vo, 6 00s
Sheep,
Law of Operations Preliminary to Construction in Engineering and Archi-tecture.8vo,
Sheep,
Law of Contracts. .8vo, ..... 300500
Warren's Stereotomy-Problems in Stone-cutting. 8vo, ..... 250
Webb's Problems in the Use and Adjustment of Engineering Instruments. 16 mo , morocco, ..... 125
Wilson's Topographic Surveying. 8vo, ..... 350
BRIDGES AND ROOFS.
Boller's Practical Treatise on the Construction of Iron Highway Bridges. . 8vo, ..... 200
* Thames River Bridge. 4to, paper, ..... 500
Burr's Course on the Stresses in Bridges and Roof Trusses, Arched Ribs, and Suspension Bridges ..... 8vo, 350
Burr and Falk's Influence Lines for Bridge and Roof Computations. ..... 8vo, 3 oo
Design and Construction of Metallic Bridges ..... 8vo, 5 oo
Du Bois's Mechanics of Engineering. Vol. II. Email 4to, 1000
Foster's Treatise on Wooden Trestle Bridges. ..... 4to, 5 oos
Fowler's Ordinary Foundations ..... 8vo, $35^{\circ}$
Greene's Roof Trusses. ..... $8 \mathrm{vo}, 125$
Bridge Trusses. ..... 8vo, 250
Arches in Wood, Iron, and Stone ..... $8 \mathrm{vo}, 250$
Howe's Treatise on Arches. ..... $8 \mathrm{vo}, 4$ oo-
Design of Simple Roof-trusses in Wood and Steel. ..... 8vo, 2 oo
Symmetrical Masonry Arches. 8vo, ..... 250
Johnson, Bryan, and Turneaure's Theory and Practice in the Desigrirg of Modern Framed Structures. Small 4to, 1000
Merriman and Jacoby's Text-book on Roofs and Bridges:
Part 1. Stresses in Simple Trusses. ..... 8vo, $250-$
Part II. Graphic Statics. ..... 8vo, 250
Part III. Bridge Design ..... 8vo, 250
Part IV. Higher Structures ..... 8vo, 250
Morison's Memphis Bridge. ..... 4to, 1000
Waddell's De Pontibus, a Pocket-book for Bridge Engircers . . x moc, morocco, a 00
* Specifications for Steel Bridges. 12mo, ..... 50
Wright's Designing of Draw-spans. Two parts in one volume. ..... 8vo, 350
HYDRAULICS.
Barnes's Ice Formation. 8vo, ..... 300
Bazin's Experiments upon the Contraction of the Liquid Vein Issuing from an Orifice. (Trautwine.). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8vo, ..... 200
Bovey's Treatise on Hydraulics. ..... 8vo, 6 oo
Church's Mechanics of Engineering. ..... paper, 150 Hydraulic Motors. ..... 16 mo , morocco, $25 \mathrm{~S}^{\circ}$
Coffin's Graphical Solution of Hydraulic Problerss. 12 mo,
Folwell's Water-supply Engineering 8vo, ..... 400
Frizell's Water-power. ..... 8vo, 500
Fuertes's Water and Public Health. .. 12 mo ..... 50
Water-filtration Worics. ..... 250
Ganguillet and Kutter's General Formula for the Uniform Flow of Water in Rivers and Other Channels. (Hering and Trautwine.). ....... . . 8vo ..... 400
Hazen's Filtration of Public Water-supply. ..... $8 \mathrm{vo}, 3$ oo
Hazlehurst's Towers and Tanks for Water-works. 8vo ..... 250
Herschel's in5 Experiments on the Carrying Capacity of Large, Riveted, Metal Conduits 8vo, ..... 200
Masən's Water-supply. (Considered Principally from a Sanitary Standpoint.)$8 \mathrm{vo}, 400$
Merriman's Treatise on Hydraulics. ..... 500
* M.chie's Elements of Analytical Mechanics. 8vo, ..... 400
Schuyler's Reservoirs for Irrigation, Water-power, and Domestic Water- supply. Large 8vo, ..... 500
** Thomas and Watt's Improvement of Rivers (Post., 44c. additional.) ..... 600
Turneaure and Russell's Public Water-supplies ..... $8 \mathrm{vo}, 500$
Wegmann's Design and Construction of Dams. ..... 4to, 500
Water-supply of the City of New York from 1658 to 1895 ..... 4to, 1000
Will:ams and Hazen's Hydraulic Tables. ..... $8 \mathrm{vo}, \mathrm{I} 50$
Wilson's Irrigation Engineering. Small 8vo, ..... 4 oo
Wolff's Windmill as a Prime Mover. ..... $8 \mathrm{vo}, 3$ oo
Wood's Turbines. 8vo, ..... 250
Elements of Analytical Mechanics. ..... 300
MATERIALS OF ENGINEERING.
Baker's Treatise on Masonry Construction 8vo, ..... 500
Roads and Pavements. ..... 8vo, ..... 500
Black's United States Public Works Oblong 4to, ..... 500
* Bovey's Strength of Materials and Theory of Structures. 8vo, ..... 750
Burr's Elasticity and Resistance of the Materials of Engineering. ..... 8vo, ..... 750
Byrne's Highway Construction. ..... 500
Inspection of the Materials and Workmanship Employed in Construction.16 mo ,300
Church's Mechanics of Engineering. 8vo, ..... 00
Du Bois's Mechanics of Engineering. Vol. I. Small 4to, ..... 750
*Eckel's Cements, Limes, and Plasters ..... 8vo, 6 oo
Johnson's Materials of Construction. ..... Large $8 \mathrm{vo}, 6$ oo
Fowler's Ordinary Foundations. 8vo, ..... 350
Graves's Forest Mensuration. ..... 8vo, ..... 400
* Greene's Structural Mechanics. ..... 8vo, ..... z 50
Keep's Cast Iron. ..... 8vo,Lanza's Applied Mechanics.8vo,
750
8vo, Marten's Handbook on Testing Materials. (Henning.) 2 vols. ..... 750
Maurer's Technical Mechanics. ..... 8vo, ..... 400
Merrill's Stones for Building and Decoration. ..... 5 คо
Merriman's Mechanics of Materials. ..... 8vo, ..... 500
Strength of Materials ..... 100
Metcalf'; Steel. A Manual for Steel-users. 12 mo , ..... 200
Patton's Practical Treatise on Foundations. ..... 5 oo
Richardson's Modern Asphalt Pavements 8vo, ..... 300
Richey's Handbook for Superintendents of Construction. 16 mo , mor., ..... 4 oc
* Ries's Clays: Their Occurrence, Froperties, and Uses. ..... 8vo, 5 об
Rockwell's Roads and Pavements in France. ..... $12 \mathrm{mo}, 125$
Sabin's Industrial and Artistic Technology of Paints and Varnish. ..... 8vo, 3 oo
Smith's Materials of Machines. ..... $12 \mathrm{mo}, 1$ bo
Snow's Principal Species of Wood. ..... $8 \mathrm{vo}, 350$
Spalding's Hydnaulic Cement. 12 mo ,
Text-book on Roads and Pavements.200
Taylor and Thompson's Treatise on Concrete. Plain and Reinforced.8vo,
Thurston's Materials of Engineering. 3 Parts. ..... 8 vaPart I. Non-metallic Materials of Engineering and Metallurgy8vo,
Part II Iron and Steel. ..... 8vo,
Part III. A Treatise on Brasses, Bronzes, and Other Alloys and theirConstituents8vo,
Thurston's Text-book of the Materials of Construction. ..... 8vo, ..... 250
Tillson's Street Pavements and Paving Materials. ..... 00 ..... 008vo,
Waddell's De Pontibus (A Pocket-book for Bridge Engineers.) . . 6 mo, mor, ..... 400 ..... 00
Specifications for Steel Bridges.
125
TVood's (De V.) Treatise on the Resistance of Materials, and an Appendix on the Preservation of Timber 8vo,
Wood's (De V.) Elements of Anarytical Mechanics. ..... 8vo,
Wood's (M. P.) Rustless Coatings: Corrosion and Electrolysis of Iron andSteel. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8vo,8vo,400
RAILWAY ENGINEERING.
Andrew's Handbook for Street Railway Engineers. . . . . $3 \times 5$ inches, morocco, ..... 25
Berg's Buildings and Structures of American Railroads 4to, ..... 00
Brook's Handbook of Street Railroad Location. 16 mo , morocco ..... 50
Butt's Civil Engineer's Field-book. 16 mo , morocco, ..... 20
Crandall's Transition Curve. 16 mo , morocco, ..... 50
Railway and Other Earthwork Tables. 8vo,
Dawson's "Engineering" and Electric Traction Pocket-book . 16mo, morccco, ..... 00
Dredge's History of the Pennsylvania Railroad: (1879) Paper, ..... 500
* Drinker's Tunnelling, Explosive Compounds, and Rock Drills. 4to, half mor., ..... 00
Fisher's Table of Cubic Yards Cardboard,25
Godwin's Railroad Engineers' Field-book and Explorers' Guide . . . 16 mo , mor., ..... 50
Howard's Transition Curve Field-book. 16 mo , morocco, ..... 150
Hudson's Tables for Calculating the Cubic Contents of Excavations and Em- bankments. 8vo, 100
Molitor and Beard's Manual for Resident Engineers. 16 mo , ..... 100
Nagle's Field Manual for Railroad Engineers. 16mo, morocco.
Philbrick's Field Manual for Engineers. 16mo, morocco,
Searles's Field Engineering. 16 mo , morocco,
Railroad Spiral. 16 mo , morocco,
Taylor's Prismoidal Formulæ and Earthwork. 8vo,300
* Trautwine's Method of Calculating the Cube Contents of Excavations and300
Embankments by the Aid of Diagrams. ....................... 8vo, ..... oo
The Field Practice of Laying Out Circular Curves for Railroads. 12 mo , morocco, ..... 250
Cross-section Sheet. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Paper, ..... 25
Webb's Railroad Construction. 16mo morocco, ..... 500
Economics of Railroad Construction. Large 12 mo , ..... 250Wellington's Economic Theory of the Location of Railways. .....Small 8vo.5 оо
DRAWING.
Barr's Kinematics of Machinery ..... 8vo ..... 50
* Bartlett's Mechanical Drawing
Abridged Ed. 8vo, ..... 50
Coolidge's Manual of Drawing. 8vo, paper, ..... oo
Coolidge and Freeman's Elements of General Drafting for Mechanical Engi- neers. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Oblong 4to, ..... 250
Durley's Kinematics of Machines. ..... 8vo, ..... 400
Emch's Introduction to Projective Geometry and its Applications. ..... 8vo, 2 5o
Hill's Text-book on Shades and Shadows, and Perspective. ..... 8vo, 200
Jamison's Elements of Mechanical Drawing. ..... 8vo, 250
Advanced Mechanical Drawing ..... 8vo, a 00
Jones's Machine Design:
Part I. Kinematics of Machinery. 8vo, ..... I 50
Part II. Form, Strength, and Proportions of Parts. ..... 8vo, ..... 300
MacCord's Elements of Descriptive Geometry. ..... 8vo, ..... 300
Kinematics; or, Practical Mechanism. ..... 8vo, ..... 500
Mechanical Drawing. ..... 4to, ..... 400
Velocity Diagrams. 8vo, ..... I 50
MacLeod's Descriptive Geometry. Small 8vo, ..... $\times 50$
* Mahan's Descriptive Geometry and Stone-cutting. ..... $x 50$
Industrial Drawing. (Thompson.) ..... 350
Moyer's Descriptive Geometry ..... 8vo, ..... 00
Reed's Topographical Drawing and Sketching ..... 4to, 500
Reid's Course in Mechanical Drawing. ..... 8vo, 200
Text-book of Mechanical Drawing and Elementary Machine Design.8vo, ..... 00
Robinson's Principles of Mechanism. ..... 8vo, ..... 300
Schwamb and Merrill's Elements of Mechanism. ..... 8vo, ..... 00
Smith's (R. S.) Manual of Topographical Drawing. (McMillan.) ..... 8vo ..... 50
Smith (A. W.) and Marx's 1 'achine Design. ..... 8vo, ..... 300
* Titsworth's Elements of Mechanical Drawing Oblong 8vo, ..... 25
Warren's Elements of Plane and Solid Free-hand Geometrical Drawing. 12 mo , ..... I 00
Drafting Instruments and Operations. 12 mo , ..... 125
Manual of Elementary Projection Drawing. 12 mo , ..... I 50
Manual of Elementary Problems in the Linear Perspective of Form and Shadow 12 mo , ..... I 00
Plane Problems in Elementary Geometry ..... I 25
Primary Geometry ..... 75
Elements of Descriptive Geometry, Shadows, and Perspective. ..... 350
General Problems of Shades and Shadows ..... 300
Elements of Machine Construction and Drawing ..... 50
Problems, Theorems, and Examples in Descriptive Geometry ..... 50
Weisbach's Kinematics and Power of Transmission. (Hermann and Klein.) ..... 8vo, ..... 500
Whelpley's Practical Instruction in the Art of Letter Engraving. 12 mo , ..... 300
Wilson's (H. M.) Topographic Surveying. ..... 8vo, ..... 350
Wilson's (V. T.) Free-hand Perspective. ..... 250
Wilson's (V. T.) Free-hand Lettering ..... 1 co
Woolf's Elementary Course in Descriptive Geometry. Large 8vo, ..... 306
ELECTRICITY AND PHYSICS.
Anthony and Brackett's Text-book of Physics. (Magie.). Small 8vo, ..... 300
Anthony's Lecture-notes on the Theory of Electrical Measurements . . . 12 mo , ..... 100
Benjamin's History of Electricity 8vo, ..... 300
Voltaic Cell. 8vo, ..... 300
Classen's Quantitative Chemical Analysis by Electrolysis. (Boltwood.). 8vo, ..... 300
* Collins's Manual of Wireless Telegraphy $12 \pi: 0,150$
Morocco, ..... 200
Crehore and Squier's Polarizing Photo-chronograph. 8vo, ..... 300
Dawson's "Enginerring" and Electric Traction Pocket-book. 16 mo , morocco, ..... 500
Dolezalek's Theory of the Lead Accumulator (Storage Battery). (Von
Ende.). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .250
Duhem's Thermodynamics and Chemistry. (Burgess.) ..... 8vo,
Flather's Dynamometers, and the Measurement of Power. 12 mo ,300
Gilbert's De Magnete. (Mottelay.).
8vo,
8vo,
Hanchett's Alternating Currents Explained. ..... 50 ..... 50
Hanchett's Alternating Currents Explained. ..... 00
Hering's Ready Reference Tables (Conversion Factors) . . . . . . x 6 mo , morocco, ..... 50
Holman's Precision of Measurements 8vo, ..... 200
Telescopic Mirror-scale Method, Adjustments, and Tests.....Large 8vo, ..... 75
Kinzbrunner's Testing of Continuous-current Machines. 8vo, ..... 200
Landauer's Spectrum Analysis. (Tingle.) ..... 300
Le Chatelier s High-temperature Measurements. (Boudouard-Burgess.) 12 mo , ..... 300
Löb's Electrochemistry of Organic Compounds. (Lorenz.) ..... 300
* Lyons's Treatise on Electromagnetic Phenomena. Vols. I. and II. 8vo, each, ..... 600
* Michie's Elements of Wave Motion Relating to Sound and Light. ...... . 8vo, ..... 400
Niaudet's Elementary Treatise on Electric Batteries. (Fishback.). .....12mo, ..... 250
* Parshall and Hobart's Electric Machine Design 4to, half morocco, ..... 1250
* Rosenberg's Electrical Engineering. (Haldane Gee-Kinzbrunner.). . .8vo, ..... 50
Ryan, Norris, and Hoxie's Electrical Machinery. Vol. I. ..... 8vo, ..... 50
Thurston's Stationary Steam-engines. ..... 8vo,
* Tillman's Elementary Lessons in Heat. ..... 8vo,
Tory and Pitcher's Manual of Laboratory Physics. Small 8vo, ..... co50
50
Ulke's Modern Electrolytic Copper Refining. 8vo,LAW.
* Davis's Elements of Law. 8vo, ..... 250
* Treatise on the Military Law of United States. 8vo, ..... 7 00
Sheep, ..... 750
Manual for Courts-martial. ..... 150
Wait's Engineering and Architectural Jurisprudence. ..... $8 \mathrm{vo}, 6$ oo
Sheep ..... 650
Law of Operations Preliminary to Construction in Engineering and Archi- tecture. 8 vo , 5 ©
Law of Contracts. 8vo, ..... 300
Winthrop's Abridgment of Military Law. 12 mo ..... 250


## MANUFACTURES.

Bernadou's Smokeless Powder-Nitro-celluiose and Theory of the Cellulose Molecule 12 mo ,
Bolland's Iron Founder. 12 mo , ..... 250
The Iron Founder," Supplement. ..... 50
Encyclopedia of Founding and Dictionary of Foundry Terms Used in the Practice of Moulding. ..... 300
Claassen's Beet-sugar Manufacture. (Hall and Rolfe.) ..... 300

* Eckel's Cements, Limes, and Plasters ..... 6 oo
Eissler's Modern High Explosives. ..... 8vo, ..... 400
Effront's Enzymes and their Applications. (Prescott.). ..... 300
Fitzgerald's Boston Machinist. ..... 12 mo , ..... $\circ$
Ford's Boiler Making for Boiler Makers. ..... 100
Hopkin's Oil-chemists' Handbook. ..... 8vo, ..... 300
Keep's Cast Iron. 8vo, ..... 3 50
Leach's The Inspection and Analysis of Food with Special Reference to State Control. Large 8vo, ..... 750
* McKay and Larsen's Principles and Practice of Butter-making 8vo, ..... 50
Matthews's The Textile Fibres. ..... 8vo, ..... 350
Metcalf's Steel. A Manual for Steel-users. ..... $12 \mathrm{mo}, 00$
Metcalfe's Cost of Manufactures-And the Administration of Workshops. 8vo, ..... 500
Meyer's Modern Locomotive Construction. ..... 4 to, 1000
Morse's Calculations used in Cane-sugar Factories. ..... 16 mo , morocco, 150
* Reisig's Guide to Piece-dyeing. ..... 8vo, 25 oo
Rice's Concrete-block Manufacture. ..... $8 \mathrm{vo}, 200$
Sabin's Industrial and Artistic Technology of Paints and Varnish. ..... 8vo, 300
Smith's Press-working of Metals. ..... 8vo, 3 оо
Spalding's Hydraulic Cement. 12 mo, ..... 200
Spencer's Handbook for Chemists of Beet-sugar Houses. 16 mo , morocco ..... 300
Handbook for Cane Sugar Manufacturers .$\quad \mathrm{mmo}$, morocco ..... 300
Taylor and Thompson's Treatise on Concrete, Plain and Reinforced. ..... 8vo ..... 500
Thurston's Manual of Steam-boilers, their Designs, Construction and Opera- tion. ..... 500
* Walke's Lectures on Explosives. ..... 400
Ware's Beet-sugar Manufacture and Refining. Small 8vo, ..... 400
Weaver's Military Explosives. 8vo ..... 300
West's American Foundry Practice ..... 250
Moulder's Text-book. ..... 250
Wolff's Windmill as a Prime Mover ..... 300
Wood's Rustless Coatings: Corrosion and Electrolysis of Iron and Steel. .8vo, ..... 400
MATHEMATICS.
Baker's Elliptic Functions. 8vo, ..... 150
* Bass's Lilements of Differential Calculus. 12 mo , ..... 400
Briggs's Elements of Plane Analytic Geometry ..... 100
Compton's Manual of Logarithmic Computations. ..... ${ }^{1} 50$
Davis's Introduction to the Logic of Algebra. ..... 150
* Dickson's College Algebra. Large 12 mo , ..... I 50
* Introduction to the Theory of Algebraic Equations. Large 12 mo , ..... 125
Emch's Introduction to Projective Geometry and its Applications. ..... 250
Halsted's Elements of Geometry. ..... 175
Elementary Synthetic Geometry ..... $\times 50$
Rational Geometry. ..... x 75
* Joknson's (J. B.) Three-place Logarithmic Tables: Vest-pocket size paper, ..... 15
Mounted on heavy cardboard, $8 \times 10$ inches, ..... 25
Io copies for ..... 200
Johnson's (W W.) Elementary Treatise on Differential Calculus Small 8vo
Small 8vo ..... 300
Johnson's (W W.) Treatise on Ordinary and Partial Differential Equations. Small 8vo, ..... 350
Johnson's (W. W.) Theory of Errors and the Method of Least Squares. 12 mo , ..... 150
* Johnson's (W W.) Theoretical Mechanics ..... 300
Laplace's Philosophical Essay on Probabilities. (Truscott and Fmory.). i2mu, ..... 200
* Ludlow and Bass. Elements of Trigonometry and Logarithmic and Other Tables. ..... 300
Trigonometry and Tables published separately Each, ..... 2. 0
* Ludlow's Logarithmic and Trigonome'ric Tables. ..... 100
Manning's Irrational Numbers and their Representation by Sequences and Series
Mathematical Monographs. Edited by Mansfield Merriman and Robert S. Woodward Octavo, each
100 No. 1. History of Modern Mathematics, by David Eugene Smith. No. 2. Synthetic Projective Geometry, by George Bruce Halsted. No. 3. Determinants, by Laenas Gifford Weld. No. 4. Hyperbolic Functions, by James McMahon. No. 5. Harmonic Functions, by William E. Byerly. No. 6. Grassmann's Space Analysis, by Edward W. Hyde. No. 7. Probability and Theory of Errors, by Robert S. Woodward. No. 8. Vector Analysis and Quaternions, by Alexander Macfarlane. No. 9. Differential Equations, by William Woolsey Johnson. No. ro. The Solution of Equations, by Lansfield Merriman. No. ir. Functions of a Complex Variable, by Thomas S. Fiske.
Maurer`s Technical Mechanics. ..... 8vo, 400
Merriman's Method of Least Squares ..... $8 \mathrm{vo}, 2$ oo
Rice and Johnson's Elementary Treatise on the Differential Calculus.. Sm. 8vo, ..... 300
Differential and Integral Calculus. 2 vols. in one Small 8vo, 250
Wood's Elements of Co-ordinate Geometry. .8vo, 200
Trigonometry: Analytical, Plane, and Spherical 12 mo , ..... oo
MECHANICAL ENGINEERING.
MATERIALS OF ENGINEERING, STEAM-ENGINES AND BOILERS.
Bacon's Forge Practice. ..... I 50
Baldwin's Steam Heating for Buildings. ..... 12mo, ..... 50
Barr's Kinematics of Machinery. ..... 8vo,
* Bartlett's Mechanical Drawing. ..... 8vo, ..... 300
* " " " Abridged Ed. ..... 8vo,
Benjamin's Wrinkles and Recipes. ..... 12 mo ,
Carpenter's Experimental Engineering. ..... $8 \mathrm{vo}, 6$ oo
Heating and Ventilating Buildings. ..... 8vo, 4 ро
Cary's Smoke Suppression in Plants using Bituminous Coal. (In Prepara- tion.)
Clerk's Gas and Oil Engine. Small 8vo, ..... 400
Coolidge's Manual of Drawing. ..... 8vo, paper, I oo
Coolidge and Freeman's Elements of General Drafting for Mechanical En- gineers Oblong 4to, ..... 250
Cromwell's Treatise on Toothed Gearing ..... 50
Treatise on Belts and Pulleys. ..... 50
Durley's Kinematics of Machines. ..... 400
Flather's Dynamometers and the Measurement of Power. ..... 300
Rope Driving. ..... 200
Gill's Gas and Fuel Analysis for Engineers ..... 125
Hall's Car Lubrication. ..... 100
Hering's Ready Reference Tables (Conversion Factors). ......16mo, morocco, ..... 250
Hutton's The Gas Engine. ..... 500
Jamison's Mechanical Drawing. 8vo, ..... ב 50
Jones's Machine Design:
Part I. Kinematics of Machinery. 8vo, ..... I 50
Part II. Form, Strength, and Proportions of Parts. ..... 8vo, ..... 300
Kent's Mechanical Engineers' Pocket-book. x6mo, morocco, ..... 500
Kerr's Power and Power Transmission. ..... 200
Leonard's Machine Shop, Tools, and Methods ..... 8vo,
* Lorenz's Modern Refrigerating Machinery. (Pope, Haven, and Dean.) . . 8vo, ..... 400
MacCord's Kinematics; or Practical Mechanism. ..... 8vo, ..... 500
Mechanical Drawing. ..... 4to. 400
Velocity Diagrams. ..... 8 vo , 150
MacFarland's Standard Reduction Factors for Gases. 8 vo , ..... 150
Mahan's Industwial Drawing. (Thompson.). ..... 8 vo , ..... 350
Poole's Calorific Power of Fuels. ..... 3 oo
Reid's Course in Mechanical Drawing ..... 8 vo , ..... 200
Text-book of Mechanical Drawing and Elementary Machine Design. 8vo, ..... 300
Richard's Compressed Air ..... 150
Robinson's Principles of Mechanism. 8vo, ..... 300
Schwamb and Merrill's Elements of Mechanism. 8vo ..... 300
Smith's (O.) Press-working of Metals. ..... $8 \mathrm{vo}, 3$ vo
Smith (A. W.) and Marx's Machine Design. 8vo, ..... 300
Thurston's Treatise on Friction and Lost Work in Machinery and Mill Work 8vo, ..... 3 co
Animal as a Machine and Prime Motor, and the Laws of Energetics. 12mo, ..... 100
Warren's Elements of Machine Construction and Drawing. 8vo, ..... $75^{7}$
Weisbach's Kinematics and the Power of Transmission. (Herrmann- Klein.). 8vo, ..... 500
Machinery of Transmission and Governors. (Herrmann-Klein.). .8vo
Wolff's Windmill as a Prime Mover. ..... 8vo, 300
8vo, ..... 250
Wood's Turbines.
MATERIALS OF ENGINEERING.
* Bovey's Strength of Materials and Theory of Structures. 8vo, ..... 750
Burr's Elasticity and Resistance of the Materials of Engineering. 6th Edition.
Burr's Elasticity and Resistance of the Materials of Engineering. 6th Edition. Reset. ..... 8vo, ..... 750
Church's Mechanics of Engineering. ..... 6 oo
* Greene's Structural Mechanics 8vo, ..... 250
Johnson's Materials of Construction. ..... 600
Keep's Cast Iron. ..... 8vo, ..... 250
Lanza's Applied Mechanics. 8vo, ..... 750
Martens's Handbook on Testing Materials. (Henning.) 8vo, ..... 750
Maurer's Technical Mechanics. ..... 8vo, ..... 4 00
Merriman's Mechanics of Materials. ..... 8vo, ..... 5 ロo
Strength of Materials ..... 12 mo , ..... 100
Metcalf's Steel. A manual for Steel-users. ..... 12 mu , ..... 200
Sabin's Industrial and Artistic Technology of Paints and Varnish. ..... 8vo, 3 oo.
Smith's Materials of Machines. ..... $12 \mathrm{mo}, 100$
Thurston's Materials of Engineering. 3 vols., 8 vo, ..... 800
Part II. Iron and Steel. 8vo, ..... 350
Part III. A Treatise on Brasses, Bronzes, and Other Alloys and their Constituents. ..... 250
Text-book of the Materials of Construction. ..... 500
Wood's (De V.) Treatise on the Resistance of Materials and an Appendix on the Preservation of Timber. ..... 200
Elements of Analytical Mechanics. ..... 300
Wood's (M. P.) Rustless Coatings: Corrosion and Electrolysis of Iron and Steel. 8vo, ..... 400
STEAM-ENGINES AND BOILERS.
Berry's Temperature-entropy Diagram. 12 mo , ..... 125
Carnot's Reflections on the Motive Power of Heat. (Thurston.). . . 12 mo , ..... 50
Dawson's "Engineering" and Electric Traction Pocket-book. . . . 16 mo mor., ..... 00
Ford's Boiler Making for Boiler Makers. ..... 00
Goss's Locomotive Sparks. ..... 8vo, ..... 00
Hemenway's Indicator Practice and Steam-engine Economy ..... 200
Hutton's Mechanical Engineering of Power Plants. ..... 8vo,
Heat and Heat-engines. 8vo ..... 500
Kent's Steam boiler Economy ..... 8vo,
Kneass's Practice and Theory of the Injector. ..... 8vo,
MacCord's Slide-valves. ..... $8 \mathrm{vo}, \quad 200$
Meyer's Modern Locomotive Construction. ..... $4^{\text {to, }} 10$ oo
Reabody's Manual of the Steam-engine Indicator. ..... f2mo. 150
Tables of the Properties of Saturated Steam and Other Vapors $8 \mathrm{vo}, \mathrm{I}$ oo
Thermodynamics of the Steam-engine and Other Heat-engines. ..... 8vo, 5 oo
Valve-gears for Steam-engines. ..... $8 \mathrm{vo}, \quad 25$
Peabody and Miller's Steam-boilers. ..... 8vo, ..... 400
Pray's Twenty Years with the Indicator. Large 8 vo , ..... 250
Pupin's Thermodynamics of Reversible Cycles in Gases and Saturated Vapors. (Osterberg.). 12mo, ..... I 25
Reagan's Locomotives: Simple Compound, and Electric. 12 mo , ..... 250
Rortgen's Principles of Thermodynamics. (Du Bois.) ..... 8vo, ..... 500
Sinclair's Locomotive Engine Running and Management 12 mo , ..... 200
Smart's Handbook of Engineering Laboratory Practice. 12 mo , ..... 50
Snow's Steam-boiler Practice. 8vo, ..... 300
Spangler's Valve-gears. ..... 8vo, ..... 50
Notes on Thermodynamics ..... 100
Spangler, Greene, and Marshall's Elements of Steam-engineering ..... 8vo, 3 oo
Thomas's Steam-turbines ..... $8 \mathrm{vo}, 350$
Thurston's Handy Tables. ..... 8vo, 150
Manual of the Steam-engine. ..... 8vo, 10 oo
Part I. History, Structure, and Theory. ..... 8vo, 6 оо
Part II. Design, Construction, and Operation. ..... $8 \mathrm{vo}, 600$
Handbook of Engine and Boiler Trials, and the Use of the Indicator and the Prony Brake. 8vo,
Stationary Steam-engines. ..... 8vo, 250
Steam-boiler Explosions in Theory and in Practice ..... $12 \mathrm{mo}, 150$
Manual of Steam-boilers, their Lesigns, Construction, and Operation ..... $8 \mathrm{vo}, 500$
Wehrenfenning's Analysis and Softening of Boiler Feed-water (Patterson) ..... $8 \mathrm{vo}, 4$ oo
Weisbach's Heat, Steam, and Steam-engines. (Du Bois.) ..... $8 \mathrm{vo}, 5$ oo
Whitham's Steam-engine Design. ..... $8 \mathrm{vo}, 5$ oo
Wood's Thermodynamics, Heat Motors, and Refrigerating Machines ..... 8vo, ..... 400
MECHANICS AND MACHINERY.
Barr's Kinematics of Machinery. ..... 8vo, ..... 50
* Bovey's Strength of Materials and Theory of Structures ..... 50
Chase's The Art of Pattern-making. ..... ร๐
Church's Mechanics of Engineering. ..... 600
Notes and Examples in Mechanics. ..... 8vo, 2 эо
Compton's First Lessons in Metal-working. ..... 12 mo , 150
Compton and De Groodt's The Speed Lathe 12 mo , ..... 150
Cromwell's Treatise on Toothed Gearing 12 mo , ..... 150
Treatise on Belts and Pulleys. 12 mo , ..... 150
Dana's Text-book of Elementary Mechanics for Colleges and Schools 12 mo , ..... 150
Dingey's Machinery Pattern Making ..... $12 \mathrm{mo}, 2$ oo
Dredge's Record of the Transportation Exhibits Building of the World's Columbian Exposition of 1893. 4to half morocco, ..... 5 oo
u Bois's Elementary Principles of Mechanics:
Vol. I. Kinematics. ..... $8 \mathrm{vo}, 35^{\circ}$
Vol. II. Statics. ..... 8vo, 4 oo
Mechanics of Engineering. Vol. I. ..... Small 4to, 750
Vol. II. Small 4to, 10 oo
Durley's Kinematics of Machines. ..... $8 \mathrm{vo}, 400$
Fitzgerald's Boston Machinist. 86 mo,so
Flather's Dynamometers, and the Measurement of Power. $1=n \mathrm{~m}$.
Rope Driving. 12 mo
Goss's Locomotive Spariss. ..... 8vo,
* Greene's Structural Mechanics. ..... Svo.
Hall's Car Lubrication. 12mo,
Holly's Art of Saw Fiting ..... ismo.3 or
James's Kinematics of a Point and the Rstional Mechanics of a Particle.
Sma.l Svo,
* Johnson's (W. W.) Theoretical Mechanics. 12 mo ,
Johnson's L. J. Statics by Graphic and Algebraic Methods. ..... 8vo,
Jones's Machine Design:
Part I. Kinematics of Machinery. 8vo,
Part II. Form, Strength, and Proportions of Parts. ..... 8vo,
Kerr's Power and Power Transmission. ..... 8vo.
Lanza's Applied Mechanics. ..... 8vo,
Leonard's Machine Shop. Tools, and Methods ..... 8vo,
* Lorenz's Modern Refrigerating Machinery. (Pope, Haven, and Dean.). Svo,
MacCord's Kinematics; or. Practical Mechanism. 8vo,
Velocity Diagrams. ..... 8po,
* Martin's Text Book on Mechanics, Vol. I, Statics. ..... 12 mo ,
Maurer's Techrical Mechanics. ..... 8vo,
Merriman's Mechanics of Materials. ..... 8vo.
* Elements of Mechanics. 12 me ,
* Michie's Elements of Analytical Mechanics. ..... Svo,
* Parshall and Eubart's Electric Machine Design. . 1 to, half morocet
Reagan's Lecomotives Simple, Compound, and Electric. . . . . . . . . . . . 1 amo,Reid's Course in Mechanical Drawing. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8vo,Text-book of Mechanical Drawing and Elementary Machine Design. Svo,
Richards's Compressed Air. 12 mo ,
Robinson's Principles of Mechanism. ..... 8vo,
Ryan, Norris, and Hoxie's Electrical Machinery. Vol. I. 8vo,
Sanborn's Mechanics: Problems Large 12 mo ,
Schwamb and Merrill's Elements of Mechanism.8vo,
Sinclair's Locomotive-engine Running and Management. ..... 12 me ,
Smith's (O.) Press-working of Metals ..... 8vo,
Smith's (A. W.) Materiais of Machines. ..... 12 mo ,
Smith (A. W.) and Marx's Machine Design. ..... 8vo,
Spangler, Greene, and Marshall's Elements of Steam-engineering. ..... 8vo,
Thurstoa's Treatise on Friction and Lost Work in Machicery and Mit Work. ..... 8vo,
Animal as a Machine and Prime Motor, and the Laws of Energetics. 12 mc ,
Warren's Elements of Machine Construction and Drawing. ..... Svo,
Weisbach's Kinematics and Power of Transmission. (Herrmann-Klein.). 8vo,
Machinery of Transmission and Governors. (Herrmann-K lein.).8vo, ..... 500 ..... 500 ..... 500
Wood's Elements of Analytical Mechanics. ..... 8vo,
Frinciples of Elementary Mechanics. ..... 12 mo
300
Turbines. ..... 8vo, ..... 50
The World's Columbian Exposition of 1893 ..... 4 to,
METALLURGY.
Egleston's Metallurgy of Silver, Gold, and Mercury
Vol. I. Silver. 8vo, ..... 750
Vol. II. Gold and Mercury. 8vo, ..... 750
Goesel's Minerals and Metals: a Reference Book 16 mo , mor. ..... 300
** Iles's Lead-smelting. (Postage o cents additional.) ..... $12 \mathrm{mo}, 250$
Keep's Cast Iron. 8vo, ..... 250
Kunhardt's Practice of Ore Dressing in Europe. 8vo,
150
150
Le Chatelier's High-temperature Measurements. (Boudouard-Burgess.) 12 mo . ..... 300
Metcalf's Steel. A Manual for Steel-users ..... 200
Miller's Cyanide Process. ..... 100
Minet's Production of Aluminum and its Industrial Use. (Waldo.).... 12 mo , ..... 250
Robine and Lenglen's Cyanide Industry. (Le Clerc.). . . . . . . . . . . . . . . . . 8vo, ..... 400
Smith's Materials of Machines. ..... 100
Thurston's Materials of Engineering. In Three Parts. 8vo, ..... 8 oo
Part II. Iron and Steel. 8vo, ..... 350Part III. A Treatise on Brasses, Bronzes, and Other Alloys and their
Constituents.
8vo,
8vo,
Ulke's Modern Electrolytic Copper Refining. ..... 250 ..... 300


## MINERALOGY.

Barringer's Description of Minerals of Commercial Value. Oblong, morocco, ..... 250
Boyd's Resources of Southwest Virginia. 8 vo , ..... 300
Map of Southwest Virignia. Pocket-book form. ..... 200
Brush's Manual of Determinative Mineralogy. (Penfield.). ..... 400
Chester's Catalogue of Minerals. 8vo, paper, ..... oo
Cloth,
Dictionary of the Names of Minerals. 8vo ..... 350
Dana's System of Mineralogy. Large 8 vo , half leather
First Appendix to Dana's New "System of Mineralogy." .... . Large 8vo, ..... 100
Text-book of Mineralogy. ..... 8vo, ..... 400
Minerals and How to Study Them
Large 8vo, Catalogue of American Localities of Minerals. ..... 1 oo
Manual of Mineralogy and Petrography. 12 mo , ..... 100
Douglas's Untechnical Addresses on Technical Subjects. ..... 8vo,
Egleston's Catalogue of Minerals and Synonyms. 8vo,
Goesel's Minerals and Metals: A Reference Book. 16 mo , mor ..... 25
Groth's Introduction to Chemical Crystallography (Marshall) 12 mo , ..... 300
Hussak's The Determination of Rock-forming Minerals. (Smith.). Small 8vo, ..... 200
Merrill's Non-metallic Minerals. Their Occurrence and Cises. . . . . . . . . .8vo, ..... 400

* Penfield's Notes on Determinative Mineralogy and Record of Mineral Tests. 8vo, paper. ..... so
Rosenbusch's Microscopical Physiography of the Rock-making Minerais.(Iddings.). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8vo,500
* Tillman's Text-book of Important Minerals and Rocks. ..... 8vo.MINING.
Beard's Ventilation of Mines. 12 mo , ..... 250
Boyd's Resources of Southwest Virginia. ..... 300
Map of Southwest Virginia. Pocket-book form, ..... 200
Douglas's Untechnical Addresses on Technical Subjects. 12 mo , ..... 1 vo
* Drinker's Tunneling, Explosive Compounds, and Rock Drills. . 4to, hf. mor., ..... oo
Eissler's Modern High Explosives. ..... 4 - 0
Goesel's Minerals and Metals • Reference Book. . ...........r6mo, mor. ..... 300
Goodyear's Coal-mines of the $\nabla_{i}$ estern Coast of the United States. ..... 250
Ihlseng's Manual of Mining. ..... 500
** Iles's Lead-smelting. (Postage 9 c . additional.). ..... 250
Kunhardt's Practice of Ore Dressing in Europe. ..... 150
Miller's Cyanide Process. ..... 100
'O'Driscoll's Notes on the Treatment of Gold Ores. ..... 8 vo ,
Robine and Lenglen's Cyanide Industry. (Le Clerc.). ..... 8vo, ..... 400
* Walke's Lectures on Explosives. ..... 8vo, ..... 400
Weaver's Military Explosives. ..... 8vo,
Wilson's Cyanide Processes. ..... 12mo,300
Chlorination Process. ..... 12 mo , ..... I 50
Hydraulic and Placer Mining. 12 mo ,Treatise on Practical and Theoretical Mine Ventilation.t2mo,I 25
SANITARY SCIENCE.
Bas': ore's Sanitation of a Country House 12 mo,
Folwell's Sewerage. (Designing, Construction, and Maintenance.). ..... 8vo, ..... 300
Water-supply Engineering. ..... 8vo,
Fowler's Sewage Works Analyses 12mo, ..... oo
Fuertes's Water and Public Health. i2mo,
Water-filtration Works. 12 mo ,
Gerhard's Guide to Sanitary House-inspection 16 mo ,
Goodrich's Economic Disposal of Town's Refuse Demy 8vo,
350100
* Outlines of Practical Sanitation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12 mo , ..... $\times 25$400
100150Hazen's Filtration of Public Water-supplies.8vo,
Leach's The Inspection and Analysis of Food with Special Reference to State Control 8vo,250
Mason's Water-supply. (Considered principally from a Sanitary Standpoint) 8vo,
Examination of Water. (Chemical and Bacteriological.). 12 mo , ..... 1 25 ..... 400300
750 ..... 750
Ogden's Sewer Design. 12 mo , ..... 200
Prescott and Winslow's Elements of Water Bacteriology, with Special Refer- ence to Sanitary Water Analysis. 12 mo , ..... $\times 25$
* Price's Handbook on Sanitation. 12 mo , ..... 150
Richards's Cost of Food. A Study in Dietaries. 12 mo , ..... 1 oo
Costsof Living as Modified by Sanitary Science. 12 mo ,Cost of Shelter12 mo ,100
Richards and Woodman's Air, Water, and Food from a Sanitary Stand- point. ..... 200
* Richards and Williams's The Dietary Computer. ..... 8vo, ..... 150
Rideal's Sewage and Bacterial Purification of Sewage. ..... 8vo, ..... 350
Turneaure and Russell's Public Water-supplies. ..... 8vo, ..... 500
Von Behring's Suppression of Tuberculosis. (Bolduan.) ..... 12 mo ,
Whipple's Microscopy of Drinking-water ..... 8vo,Winton's Microscopy of Vegetable Foods.8vo, 750
Woodhull's Notes on Military Hygiene. ..... $16 \mathrm{mo}, 150$
* Personal Hygiene. ..... x2mo, ..... I 00
MISCELLANEOUS.
De Fursac's Manual of Psychiatry. (Rosanoff and Collins.).... Large 12mo, ..... 250
Ehrlich's Collected Studies on Immunity (Bolduan) . . . . . . . . . . . . . . . . . 8vo, ..... 6 oo
Emmons's Geological Guide-book of the Rocky Mountain Excursion of the International Congress of Geologists. Large $\varepsilon \mathrm{vo}$, ..... 150
Ferrel's Popular Treatise on the Winds. ..... 400
Haines's American Railway Management. 12 mo , ..... 250
Mott's Fallacy of the Present Theory of Sound ..... 800
Ricketts's History of Rensselaer Polytechnic Institute, 1824-1894. Small 8vo, ..... 300
Rostoski's Serum Diagnosis. (Bolduan.). ..... 100
Rotherham's Emphasized New Testament. Large 8vo, ..... 300
Steel's Treatise on the Diseases of the Dog. ..... 8vo ..... 350
The World's Columbian Exposition of 1893 ..... ito, 100
Yon Behring's Suppression of Tuberculosis. (Bolduan.). 12 mo , ..... 100
Winslow's Elements of Applied Microscopy 12 mo , ..... 150
Worcester an Atkinson. Small Hospitals, Establishment and Maintenance;
Suggestions for Hospital Architecture : Plans for Small Hospital. 12 mo, ..... 25
HEBREW AND CHALDEE TEXTBOOKS.
Green's Elementary Hebrew Grammar 12 mo , ..... 25
Hebrew Chrestomathy ..... 8vo, ..... 00
Gesenius's Hebrew and Chaldee Lexicon to the Old Testament Scriptures.
(Tregelles.) Small to, half morocco ..... 500
Letteris's Hebrew Bible.
Letteris's Hebrew Bible. ..... vo, ..... vo, ..... 25 ..... 25
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[^0]:    *The symbol $\mathcal{L}$ is used for "the limit of" (Echols, Differential and Integral Calculus).
    t The radian $\left(-57^{\circ} 2958 \ldots=206265^{\prime \prime}\right)$ will be always understood to be the unit angle unless the contrary is manifest.

[^1]:    * As in algehra, letters near the beginning of the alphabet are used for constants unless the contrary is obvious.

[^2]:    * $x=\infty$ should be read " $x$ is a positive infinite," or " $x$ increases without bound"; $x=-\infty$, " $x$ is a negative infinite," or " $x$ decreases without bound."

[^3]:    * It is assumed that the points may be taken so near each other that the arc is everywhere concave to the chord.

[^4]:    * Not equal, but equivalent in the sense of being interchangeable in the determination of the limit of a quotient or of a sum ( $\$ \S 17,91$ ).

[^5]:    * The angle between the axes is assumed to be a right angle in all cases unless the contrary is mentioned.
    $\dagger$ From its position as a multiplier of $d x$ the derivative $f^{\prime}(x)$ is also called t e differential coefficient of $f(x)$.
    $\ddagger$ If the angle between the axes is $\omega, d y / d x=\sin \phi / \sin (\omega-\phi)$.

[^6]:    * Powers of a differential $d x$ are written $d x^{2}, d x^{3}$, etc. They must be distinguished from $d\left(x^{2}\right), d\left(x^{3}\right)$, etc., which are differentials of powers of $x$.
    $\dagger$ The line-segments known as the tangent and normal are the portions of the tangent and normal which join the $x$-axis to the point of contact.

[^7]:    * This may be read "sine h of $x$."

[^8]:    * A particular case of Euler's theorem on homogeneous functions (Ex. 1, 8234 ).

[^9]:    * The equation $a_{0} x^{n}+a_{1} x^{n-1}+\ldots+a_{n-1} x+a_{n}=0$
    is obtained from $a_{n} x^{n}+a_{n-1} x^{n-1}+\ldots+a_{1} x+a_{0}=0$
    by changing $x$ into $1 / x$. The roots of (2) are the reciprocals of those of (3). Hence if $a_{0}$ and $a_{1}$ change and $\doteq 0$, two roots of $(3) \doteq 0$ and $\therefore$ two roots of (2) become infinite.

[^10]:    * A homogencous equation with no constant term represents a locus of straight lines passing through the origin. For, if satisfied by $x, y, z$, it is satisfied by $c x, c y, c z$, the coördinates of any other point on the line joining the origin to $(x, y, z)$.

[^11]:    * Since $d x$ is of arbitrary value it may be taken as infinitesimal, in which case $d^{2} y$ is in general an infinitesimal of the same order as $d x^{2}$.

[^12]:    * In some treatises $d y$ and $d x$ are defined to be rates.

[^13]:    * A quantity may change sign on account of finite discontinuity without passing through the value 0 , but this occurs so rarely that we need not consider it further.

[^14]:    * It will he remembered that $d y / d x=\tan \phi$, and is therefore + or - according as $\phi$ is + or - .
    $\dagger(x-a)^{n}$ changes sign with $x-a$ only when $n$ is an odd integer, or a fraction whose numerator and denominator are both odd

[^15]:    * If $d^{2} y / d x^{2}$ is 0 or $\infty$ it gives no information as to the turning values, and the test of $\S 77$ must be applied.

[^16]:    * It is assumed in the above that $x$ is the independent variable. If $y$ is the independent variable, $d^{2} x / d y^{2}$ must change sign. If neither $x$ nor $y$ is independent, the quantity which must change sign is ( $\S 70$ )

[^17]:    * The point consecutive to $P$ is the point which is next considered and supposed subsequently to approach coincidence with $P$.

[^18]:    * Let $\beta_{n} / \alpha_{n}$ be the greatest of the fractions, and let it $=r$. Also suppose the $\alpha$ 's to be all positive. Then

    $$
    \beta_{1}<r \alpha_{1}, \quad \beta_{2}<r \alpha_{2}, \ldots, \quad \beta_{n}=r \alpha_{n}, \ldots
    $$

    Hence, the symbol $\Sigma$ indicating the sum of all terms of a single type,

    $$
    \Sigma \beta<r \Sigma \alpha, \quad \text { or } \quad \Sigma \beta / \Sigma \alpha<r .
    $$

    Similarly $\Sigma \beta / \Sigma \alpha>$ the least of the fractions.

[^19]:    * Observe that the omissio : ( f the higher infinitesimals is equivalent to supposing $y$ to remain constant while $x$ increases by $d x$. More generally, the element of $d x\left(P_{1}+i_{1}\right)\left(P_{2}+i_{2}\right) \ldots$ is $d x . P_{1} P_{2} \ldots$, and $P_{1}, P_{2} \ldots$ may, in obtaining the element, be regarded as constant while $x$ changes to $x+d x$.

[^20]:    * The integral is said to be definite when the limits are expressed, indefinite when they are not expressed.

[^21]:    * Integrals 3-11 deserve special attention on account of their frequent occurrence.
    $\dagger$ This important integral may also be treated as follows:

    $$
    \int \sec \theta d \theta=\int \frac{\sec ^{2} \theta d \theta}{\sqrt{\tan ^{2} \theta+1}}=\log (\sec \theta+\tan \theta), \text { by }(r) .
    $$

[^22]:    * Compare the methods in Exs. 25 and 26 according as the index is odd or even.

[^23]:    * For a collection of indefinite and definite integrals see Peirce's Short Table of Integrals (Ginn \& Co.).

[^24]:    *The solid formed by the revolution of an ellipse about its major axis.

[^25]:    * The solid formed by the revolution of an ellipse about its minor axis.

[^26]:    * A change in the sign of the length-element indicates a cusn, which occurs in this case when $\theta=\pi$. As $\theta$ increases the area-element $\frac{1}{2} r^{2} d \theta$ can change sign only with $r^{2}$, i.e., when $r$ becomes imaginary. Hence if we had integrated between the limits 0 and $2 \pi$ we should have obtained 0 for the length, whereas the area would have been the same as above.

[^27]:    * Results for a lamina are limits for a uniform and infinitesimal thickness.
    $\dagger$ The results are limits for a body of uniform and infinitesimal cross-section.

[^28]:    * The c.g. of a triangle is assumed to be the point of intersection of the medians.

[^29]:    * The point whose ccö dinates are the mean values of the rectangular ecö-dinates of points in a body for equal elements of mass is easily seen to be the centre of mass (or of gravity) and therefore the centroid if the body is homogeneous. The centroid is sometimes called the centre of mean position.

[^30]:    * The curve is the path of a body which is drawn along on a rough horizontal plane by a string of length $a$, the other end of which is moved along a straight lime $O X$; wherce the name of the curve.

[^31]:    *This surface is known as the pseudo-sphere.

[^32]:    * On the sub;ect of Infinite Series the student may consult Osroord's Introduction to Infinite Series (Harvard University), also Gibson's Calculus (Macmillan).

[^33]:    * There is such a series in most cases if $f(x)$ and all its derivatives are real and finite when $x=0$. See $\& 210$.

[^34]:    * If $v$ is any variable and $£ v=b,(b \neq 0)$, then (8 8) $v=b+i=$ $b(1+i / b)$.
    $\therefore \log v-\log b=\log (1+i / b)$, which $\doteq 0$.
    $\therefore £ \log v=\log b=\log £ v$.

[^35]:    * For further information relating to differential equations see Murray's Differential Equations (Lorgmans), from which some of the examples of this and the following chapter have been taken.

[^36]:    * In order to simplify the final result the constant may be written in the form $\log c$, or in any other form which permits of any arbitrary value.

[^37]:    * The sum is assumed to be a prop r fraction (the numerator of lower dimensions than the denominator). If not, the fraction should be reduced to a mixed quantity.
    $\dagger$ The $\boldsymbol{A}, B, C$ are assumed to be independent of $x$. If one of them contained $x$ the sum would not be a proper fraction.

[^38]:    * Some of these examples are taken from Frost's Curve Traciny, to which the student is referred for further information on this sulject.

